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Abstract

Server load estimation is key in balancing traffic between servers when optimizing data center resources. Intrusive methods are
sometimes difficult or impossible to implement. Therefore, non-intrusive estimation methods are the best alternative in these cases.
The objective of this paper is to present a server load estimation method based on external network traffic measurements obtained
in a vantage point close to the server. Statistical distributions of TCP SYN response time, that is, the time from SYN to SYN+ACK
segments at the server side, are used to fit Burr Type XII heavy tail distribution mixtures. The fitting algorithm, based on maximum
likelihood estimation, is developed in detail in this paper. Experimental data shows that the median of the fitted distribution
correlates within the 95% confidence interval of the server load figures and, thus, it can be used as a non-intrusive and accurate
method to measure it. This new method can be applied to almost any existing load balancing algorithm, as it does not make any
assumption about the server, which is considered a black box.

Keywords: non-intrusive measurement, server load, Burr Type XII distribution, MLE, mixture analysis, traffic analysis.

1. Introduction

Server load can be defined as the percentage of use of avail-
able computational resources in that system. Usually, it is di-
rectly measured with software tools inside the server (e.g., with
mpstat or with an SNMP agent). However, there are circum-
stances in which the load cannot be measured this way. For
instance, when the access to the operating system is not avail-
able to the user (as in a Platform-as-a-Service deployment). In
fact, server load estimation is a common issue in many Data
Centers [1], as it is convenient to balance jobs between differ-
ent systems. Occasionally, it is mandatory to fix bottlenecks in
performance. Moreover, server load can also be useful to ad-
dress other problems that have appeared in distributed systems
recently, such as cloud computing infrastructures. In these en-
vironments, physical server load is not always available from
the Cloud services provider, providing virtual server load in-
stead [2]. Commercially available servers usually provide tools
to estimate server load, but they need access to administration
capabilities and may worsen an excessive load problem. More-
over, a local tool may provide wrong results if the server is a
virtual machine hosted in a cloud infrastructure [3].

Server load estimation is a topic frequently addressed in the
literature in the context of load balancing. There are compre-
hensive surveys [4, 5, 6] and comparisons [7]. Many of them
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are based on non-intrusive estimations of server availability [8]
or, more often, in server load measurements [7, 9, 10]. There-
fore, server load data availability has crucial importance to op-
erate clusters efficiently. On the other hand, server load is the
input to a number of proposed scheduling algorithms [11, 12]
and key to distinguish if a problem is caused by the network
or by the server. This helps to reduce the time to identify its
root causes, or, at least, the so-called mean time to innocence
(MTTI) [13]. Even mobile services efficiency algorithms rely
on server load data to avoid systems saturation [14]. Besides
that, IT energy consumption is one of the few ones that can
be moved from one Data Center to another in some other re-
gion. This helps to optimize energy consumption for reducing
the carbon footprint [15, 16]. In that sense, this work may be a
modest contribution to climate change fighting.

As shown, server load estimation without actual system ac-
cess is desirable in several scenarios, although we should look
out of the server. We can guess that response time to network
protocols may be related to system load. If so, when network
traffic is available for analysis, the goal of server load estima-
tion can be achieved, as we will show in this paper.

Network traffic has been widely monitored and analyzed to
study the network behavior, with many research papers [17, 18],
as well as several patents about this topic [19, 20]. Use of
statistics has been proposed to estimate parameters like band-
width availability [21]. Moreover, it can also be useful to study
end systems behavior. For instance, several zero-window an-
nouncements in a TCP session show that an application is re-
ceiving data at a higher rate than the one it can process. Such a
type of information can be very useful to identify the root cause
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Fig. 1. SYN Response Time in the TCP handshake and its measurement at a
vantage point close to the server.

of problems [22] in distributed systems, which are usually dif-
ficult to fix.

Thus, to estimate server load without measuring it inter-
nally, we propose a passive approach using traffic analysis. Our
starting point is traffic capture using a non-intrusive probe (a
network TAP, for instance) close to a server. By “close” we
mean there is no active communications equipment (switches
or routers) between the probe and the target system that could
contaminate the measurement, due to interfering traffic or queu-
ing delays.

Our previous work [23] has shown a strong correlation be-
tween the response time to a SYN segment (SRT, SYN Re-
sponse Time) and the load on a given server. There, we pre-
sented how an SRT distribution is modified when server load
increases. Moreover, it has also been proved that heavy-tailed
α-stable distributions can be used to fit experimental data with
promising accuracy.

In this paper, those previous results are further refined. We
confirm the strong correlation between the measured SRT and
the server load. Furthermore, we analyze the actual SRT dis-
tribution and derive a distribution mixture fit whose statistics
have proven useful to estimate server load. One of the prob-
lems found in our previous work is the complexity of the SRT
statistic distributions. We noticed that a single mode distribu-
tion is not accurate enough. Instead, a mixture of distributions
is much more precise. However, α-stable distribution mixture
fitting is quite computing intensive. Several attempts to address
the calculation issues in real environments are available [24, 25]
but the main problem stands: α-stable distribution probability
density function (PDF) does not have a closed expression [26].
This point makes it very cumbersome to estimate the parame-
ters. On the other hand, Burr Type XII distributions have an
explicit expression and have been used to model different en-
vironments [27, 28, 29]. We have verified that, using Burr dis-
tributions mixtures, the SRT data can be modeled. Here, we
present a method to estimate the parameters. In this case, the

calculations are much easier and the accuracy is better than in
our previous α-stable approach [23].

The main contribution of this paper is a novel method to
estimate the server load using a network-traffic-based, non-
intrusive approach by analyzing the SRT distribution mixture
characteristics. Moreover, other relevant contributions also fol-
low:

1. It is demonstrated that the SRT distribution can be accu-
rately modeled by using a Burr Type XII distribution mix-
ture to fit the multimodal heavy-tailed nature of the SRT.
In contrast, other typical distributions do not fit well or are
difficult to calculate.

2. A generalized method is presented to fit experimental data
with a Burr Type XII mixture. It is independent of the
number of distributions that compose the mixture. Previ-
ous works could only calculate a mixture of two or three
Burr Type XII distributions [30, 31].

3. The relation between distribution statistics and the server
load is analyzed. Based on this relation, we obtain a curve
by regression that predicts the server load from the median
of the SRT distribution.

4. Finally, this new method can be applied to almost any ex-
isting load balancing or scheduling algorithm, as it does
not take any assumption about the server, which is consid-
ered a black box.

The rest of the paper is organized as follows. First, related
work is presented. Next, the SRT concept is reviewed to fo-
cus on the network analysis framework. Then, the methodol-
ogy based on Burr Type XII mixture PDF fit to measurements
is presented. Next, the mathematical model is developed, de-
scribing the generalized method to fit a Burr Type XII mixture.
Next, the proposed algorithm is used to predict server load with
actual data. Later, results and limitations are discussed. Finally,
conclusions are provided.

2. Related Work

From the best of our knowledge, apart from our previous
work at [23], there is no other work that uses the SRT to es-
timate the server load. In this section, we mention other related
works that have estimated server load. As stated before, it can
be difficult to measure server load without interfering signifi-
cantly with the applications running on it. Therefore, several
non-intrusive approaches have been proposed.

Indirect estimation using Autoregressive Integrated Moving
Average Model (ARIMA) is proposed in on-demand resources
provision algorithms [9] to optimize data migration in a cluster
of servers. The load estimation figure is then used to schedule
resource provision and data migration between clouds. This
method avoids late reaction when resources are being over-
whelmed. Early data migration is crucial to reduce services ex-
penditure and load balancing in a cloud. That method is based

2



Sep 28 Sep 29 Sep 30 Oct 01 Oct 02 Oct 03 Oct 04 Oct 05

Sample time in days 2015   

0

50

100

150

200

250

300

350

400
S

R
T
 d

e
la

y
 i
n
 m

ill
is

e
co

n
d

s

Fig. 2. SYN Response Time in milliseconds (one week, from Monday to Sunday) of a main server in a large company.

on historical load data, which is fed to an ARIMA model to es-
timate future load figures. In contrast, our approach uses actual
data instead of previous load records.

Parameters such as the number of active connections in a
given instant are used as an input to other load balancing sys-
tems [32]. This approach addresses the optimization of traffic
distribution in a cluster of web servers. A method to balance
traffic between servers is proposed, based on CPU load estima-
tion. The load balancer algorithm uses two parameters from
every server: the amount of exchanged traffic and the number
of active connections. The CPU load is estimated as the ratio
of the amount of the exchanged traffic over the server capacity.
The rate at which those calculations and corresponding actions
are made is optimized. Simulations show this rate is reduced
almost three times. In our approach, we address accurate load
measurement instead of a rough estimation, and using only the
SRT of the connections. Note also that other approaches [33]
are based on the number of SYN segments (actually, number
of TCP connections vs. total capacity) received by the server.
They do not provide an accurate measure of the server load be-
cause the load depends both on this arrival rate and on the ser-
vice rate. This is usually unknown, and not necessarily related
to the transmitted data.

Virtual Machine state transitions have also been used as a
non-intrusive estimation of VM Load to classify huge amounts
of VM instances when dealing with performance issues in a
cloud [34]. An agentless technique for VM feature extraction is
proposed. Hypervisor trace mining is used to extract static trace
points. The states of every virtual CPU and virtual interrupt in-
jection rate are used. Resource contention due to other VM
and VM exit reasons are also included in the method. There-
fore, without access to the VM itself, both coarse and fine grain
workload data estimations are obtained. Once the workload is
available, K-means clustering is used to isolate the VM that
might have issues. Experimental data shows that, for instance,
VM with CPU contention may be rapidly identified. Our ap-
proach avoids accessing the hypervisor and therefore is less in-
trusive.

In summary, those previous approaches lack generality and
detail, and are highly suited to specific environments.

3. TCP SYN Response Time

In this section, we explain how the SRT is measured and its
correlation with server load.

3.1. SRT measurement
The TCP protocol, requires a connection set-up before trans-

mitting or receiving any useful application-layer data. The
complete connection set-up involves three segments: SYN,
from client to server, SYN+ACK, from server to client, and
ACK, once again from client to server. The TCP protocol does
not consider the connection established until all of them have
been successfully received. This 3-way handshake, shown in
Fig. 1, can be measured by using traffic probes [35] placed at a
vantage point. In this way, this measurement is independent of
where the client is located.

Any of the delays in the phases can be used as an estimation
for Round Trip Time (RTT) [36], which in turn has been used to
estimate network infrastructure issues [37]. However, it should
be noted that in contrast to these previous works, we are not
going to measure neither the RTT nor the network status. What
it is presented here is an innovative approach that uses the SRT
as an estimator of the server load. In this case, it is impor-
tant to place the vantage point close to the server (e.g., between
the server switch and the server itself), so network influence on
measured the SRT is minimized.

3.2. SRT versus load correlation
As mentioned above, our previous work has shown that there

is a strong correlation between distribution parameters and
server load [23]. In Fig. 2 we can see the evolution in one week
of the average SRT of a main server in a large company. The
shape of the graphics suggests our guessing that the SRT and
server load are related, at least at a daily level, given that the
SRT follows the usual daily traffic pattern [38]. In different
time scales, this relationship can be found even when using a
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Fig. 3. Methodology used in this work. Data acquisition tasks are in green, server load estimation tasks in blue, and model validation in wheat.

single distribution to fit the SRT data. However, we show in
this paper that better results can be achieved if Burr Type XII
mixture is used.

4. Methodology

To find the proper correlation between the SRT and server
load, we have defined the following methodology. With it, we
can validate our approach, where actual data is used to feed
the mathematical model, and results are compared to measured
load. In this way, we can check that this method can be used in
real premises.

Fig. 3 depicts the methodology workflow used in the present
work. We can highlight three main phases:

1. Data acquisition. It is the starting point and the source
to tune the load estimation algorithm. Enough mea-
surements in a controlled environment (essentially known
server load) allow a correlation fitting between the SRT
statistics and load figures.

2. Server load estimation model setup. Once the correlation
is established (model calibration), the model is fed with
actual the SRT figures and estimate server load previously
imposed on the target system.

3. Model validation. Estimations are finally compared to the
actual loads to test the accuracy of the method.

In Fig. 3, data acquisition components are depicted in green,
server load estimation model setup in blue and model valida-
tion in wheat. Icons in the figure are used to document the tools

used in every step. We have implemented all these phases, mak-
ing the code available in GitHub1 for reproducibility. The next
subsections describe in detail each phase.

4.1. Data acquisition

The data set used has been obtained by a custom environment
meant to measure the SRT related to several loads on a server.
Two computers composed this environment: one of them had
the client role whilst the other one had the server role, and it
worked as follows. The client was running on a Kali Linux vir-
tual machine, while the server was running on an Ubuntu Linux
operating system. Both of them directly connected through a
physical Ethernet wire with IP address manually configured.

To measure the SRT times, TCP connection requests
must be sent from one point to the other. A script
located on the server called “cpuload.sh” (Fig. 3)
has automatized this operation. It uses two differ-
ent Python scripts “Python-Server 200OK.py” and
“Python-PoissonClient.py”, each one located on the
server and the client, respectively, as their names indicate.

The function of the script “Python-Server 200OK.py” is
to open a network port and keep it listening for upcoming TCP
connections. Once a TCP connection arrives, the script accepts
the connection request and sends back a “200 OK” answer.
On the other hand, the script “Python-PoissonClient.py”
keeps sending TCP connections with “GET” messages, through
the same port used by the server, with a rate of 5 connections per

1https://github.com/ARosu21/Load_estimation_by_SRT
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second, following a Poisson process. Note, however, that the
SRT is independent of the application-level messages, which
are only used to add some content to the connections.

As it has been said before, to automatize this procedure,
the first thing done in the script “cpuload.sh” is loading
the CPU of the server from 0% to 100% in 5% intervals us-
ing the following command: “stress-ng -c 4 -l %load ”;
the “-c” option allows selecting the number of cores to be
loaded with the percentage of load selected with the “-l” op-
tion. Thereafter, the script “Python-Server 200OK.py” is
launched, listening on the port number 2004. Once the server
is running, the network traffic is captured by the program
tshark using the next capture filter: “tcp port 2004 and

(tcp[tcpflags]&(tcp-syn)!=0)”. With this filter, only
TCP segments that go through the port number 2004 with any
of the flags “SYN” or “SYN+ACK” are captured.

The next step is to launch the script located in the client.
“Python-PoissonClient.py”. To do so, the server uses the
SSH protocol to have access to the client and run the script. The
final part is the measurement of the real load on the server. To
obtain these measurements, the command “mpstat 2” is used,
which measures several stats of the CPU such as “%idle” that
indicates the amount of free CPU at that moment. In this case,
it is measured every 2 seconds, so the current load can be deter-
mined by the subtraction: load = 100 −%idle.

All this procedure is done for every percentage of load in the
mentioned set, so it is repeated with all the 21 different percent-
ages of load. Doing this for 15 minutes long and 5 times for
every measure, the calibration data set is obtained, and after the
calibration is concluded, the test data set is done in the same
way but from 1 to 5 minutes long instead, and only once, to be
later used for validation (see sect. 4.3).

Having captured the traffic and saved it in traces, it was time
to filter it to get the SRT. The script called “filters.sh”
(Fig. 3) does this process. To calculate the SRT, it is neces-
sary to measure the time between “SYN” and “SYN+ACK”
segments, previously sorted by arrival sequence, avoiding
retransmissions or out-of-order segments. This is done
with the following display filter in tshark that takes
only “SYN+ACK” segments: “tcp.flags==0x00000012
and not tcp.analysis.retransmission and not

tcp.analysis.out of order”, and taking the time since
the previous frame in the TCP stream, “tcp.time delta”.
This filtered data is saved in a text file, which will be used to
calculate the SRT with an AWK script “srt.awk (Fig. 3). In
relation to the load, it is calculated with another AWK script
“load.awk (Fig. 3) that does what has been said before. The
subtraction of the %idle column and calculates the mean load
for every load percentage setup.

4.2. Server load estimation model set up
We have tried, as a first approximation, the SRT distribu-

tion statistics like mean, median, etc. to predict the load, but
the accuracy of the prediction is not accurate enough with such
method. Bearing in mind the actual distributions of the exper-
imental data (see Fig. 4), we concluded that better results may
be obtained by fitting a distribution mixture. Statistics can be

derived from the fitting, so more accurate estimations might be
obtained. As per the Glivenko-Cantelli theorem, the more sam-
ples, the better results. However, there is a tradeoff between
accuracy and estimation speed. Mixture fit can estimate the
actual distribution, so not that many samples are needed to es-
timate distribution parameters. Therefore, we proceeded to fit a
distribution mixture, so the measurement errors can be fixed (at
least, partially). Experimental results support this assumption.

We used fifteen minutes of data as a good trade-off between
accuracy and time to react to load changes. Data are shown in
Fig. 3 as “Load Measurement vs. SYN/ACK”. Once we have
the data, we cluster it using the K-density algorithm (Fig. 3),
and then proceed with the Burr Type XII mixture fitting (details
follow in section 5). Then, we calculate relevant statistics to
predict the load. Once we find one of such statistics, we get
the correlation fit, so we finally have a theoretical expression,
which relates the SRT to server load. The result is depicted in
Fig. 3 as “Load prediction” box. The output of this phase is a
curve relating the SRT and load in a well-known environment,
so it is actually a calibration process of the model. We were
able to use many more samples than in an actual measurement,
so fitting is excellent (see following sections).

4.3. Model validation

To validate the model, the SRT validation samples (different
from calibration samples) are used to simulate a real data center
environment. Depending on the actual setup and variability, the
number of these new samples may vary significantly, but it is
for sure much less than in the calibration phase. In our case,
as stated before, we use 1-minute and 5-minutes timeframes
to get the validation samples, vs. the 15-minutes timeframe
used in the calibration phase. We have tested the validity of this
approach in this way: We used the SRT data as an input to the
“Load prediction” function (fitting curve) and then checked the
result versus the actual server load. The result indicated that the
estimation error when using the fitting curve was less than 5%.

The scripts used in this phase are the same as in data acqui-
sition phase, as can be seen in Fig. 3.

4.4. Server Load Estimation Method

Based on the methodology provided above, this approach can
be actually used in a data center to estimate the server load. The
3-step proposed method is as follows:

1. First, given the dependence of this estimation on the used
hardware and software, it is necessary to obtain the corre-
lation curves of the Burr Type XII mixture statistics with
the load for the servers. This training phase would be simi-
lar to what has been shown previously, obtaining as a result
a regression curve (second order seems enough) useful to
estimate the server load.

2. After the training phase, the SRT samples have to be col-
lected at the vantage point. This collection can be done
non-intrusively by capturing with a probe the SYN and
SYN+ACK segments of real TCP connections arriving to
the server. Active SYN attempts may be used as explained,
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or passively collect SYN segments from actual TCP con-
nections.

3. Once the SRT samples have been collected, we can fit
them to a Burr Type XII distribution mixture and obtain
its statistics. Based on those values and on the regression
curve obtained in the first step, we can finally estimate the
server load.

5. Server Load Distribution Model

In this section, the mathematical model to fit the SRT data
distribution is detailed. Although a single distribution might
do the work, as shown in [23], we have observed that exper-
imental data actually leads to a mixture. Using several loads
in a server and measuring the SRT produces the histograms
in Fig. 4, where it can be seen by inspection that the better
approach is to consider it as a PDF mixture of heavy-tailed
PDFs because, for all server loads from 0% to 100%, a heavy-
tailed multimodal distribution is observed. Given this fact, we
have developed a new mathematical approach to get the mixture
components. The next subsections are organized as follows:

1. Distribution Mixtures. Distribution mixture notation and
problem statement are defined.

2. Burr Type XII Distributions. The Burr Type XII distri-
bution explicit expression is presented as an input for the
following subsections.

3. Mixture estimation using MLE. Maximum Likelihood Es-
timation (MLE) has been used to estimate mixtures of
Gaussian random variables successfully. Here the general
approach is explained in detail, and its application to Burr
Type XII distributions. The technique used to solve MLE
in this approach is expectation maximization (EM) which
is also presented in this subsection.

4. Burr Mixture EM Second Term Optimization. As a dif-
ference with the Gaussian approach, one of the EM terms
should be maximized by using numerical analysis. This
subsection presents the method to get that maximum.

5. Burr mixture fitting algorithm. Finally, the whole algo-
rithm is summarized, and mathematical details are dis-
cussed.

5.1. Distribution Mixtures

A mixture can be defined as a linear combination of a finite or
infinite number of PDFs, called components. In the case that all
the PDFs are of the same type and the number of components
is finite, the general expression is shown in Eq. 1:p

(
x
∣∣∣θ̄) =

∑M
l=1 αl pl (x|θl)∑M

l=1 αl = 1
(1)

where αl are the relative weights of every component of the
mixture and θ̄ is the set of parameters that define each PDF. The

objective is to find both sets of parameters to estimate the mix-
ture PDF. Several techniques have been proposed to achieve this
goal. The machine learning community often uses clustering to
separate the data into clusters, then fit the PDF to every cluster
and combine them to get the overall mixture [39]. This method
works quite well when the mixture components are separated
enough one from another, but if the components are “wedged”,
extra process is needed to improve accuracy. Another method
is based on the Bayes approach, which can be seen in [40], but
we have decided to use MLE, which has proven very efficient
when dealing with Gaussian distributions [41].

5.2. Burr Type XII distributions
It makes sense that fitting quality is key to estimating server

load accurately. One alternative is to use MLE techniques to
improve the fitting. As we will see, MLE applications are far
more efficient when PDF expressions are available, which is not
possible when using, for instance, α-stable distributions, which
do not have a closed expression for the PDF or CDF. As an
alternative, Burr Type XII distributions [27] have an explicit
expression for both PDF and CDF functions, as shown in Eq. 2: f (x|a, c, k) = c k

a

(
x
a

)c−1 [
1 +

(
x
a

)c]−(k+1)

F (x|a, c, k) = 1 −
[
1 +

(
x
a

)c]−k (2)

where a is the scale parameter and c and k are the shape param-
eters. Furthermore, Burr Type XII distribution has been used to
successfully model several experimental data sets like house in-
come in the US or loss expectation [28]. They are suitable to fit
heavy-tailed distributions and can be manipulated explicitly, so
they have proven applicable to a number of heavy-tailed mod-
els [29]. In this paper, we will take advantage of the explicit
PDF expression to apply MLE to find out the mixture compo-
nents of an SRT experimental histogram.

5.3. Mixture estimation using MLE
As it has been previously mentioned, MLE has been applied

to Gaussian mixture estimation successfully due to the explicit
PDF expression [42]. The idea is to use the explicit expressions
of the PDF functions and then, use the partial derivatives to
find the maximum (EM). Other proposed methods for a defined
number of components are based on Weibull distribution prop-
erties [43] or on Bayes’ rule [44, 45]. Actually, MLE has been
used successfully to estimate the three Burr Type XII param-
eters for a single component [46]. We will follow the method
explained in [41] for Gaussian distribution, but using Burr Type
XII instead, which in our experience provides a better fit. Us-
ing the mixture definition in Eq. 1, the incomplete-data log-
likelihood expression for this density for the data X is given in
Eq. 3:

log
(
L

(
θ̄
∣∣∣X))

= log
N∏

i=1

p
(
xi

∣∣∣θ̄)
=

N∑
i=1

log

 M∑
l=1

αl pl (xi|θl)


(3)
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Fig. 4. SYN Response Time histogram for different CPU loads, ranging from 0% (top left) to 100% (bottom right).
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To optimize the log-likelihood expression, we post the exis-
tence of a dataset Y = {yi}

N
i=1, which indicates for every sample

which component it belongs to. That is, yi ∈ 1, ...,M and yi = k
if the ith sample is generated by the k mixture component.

If we consider the Y set as a random vector of unobserved
data items, we can apply MLE. Likelihood expression becomes
now as shown in Eq. 4:

log
(
L

(
θ̄
∣∣∣X,Y))

= log
(
P(X,Y |θ̄)

)
=

N∑
i=1

log (P(xi|yi) P(y))

=

N∑
i=1

log
(
αyi pyi (xi|θyi )

) (4)

We need to start with an initial guess at the mixture parame-
ters θ̄g = (αg

1, ..., α
g
M , θ

g
1, ..., θ

g
M). With this guess, we can com-

pute every mixture component pl(xi, θ
g
l ). To obtain the unob-

served data distribution, we can use Bayes’ rule as shown in
Eq. 5:

p(yi|xi, θ̄
g) =

α
g
yi pyi (xi|θ

g
yi )

p(xi|θ̄g)

=
α

g
yi pyi (xi|θ

g
yi )∑M

k=1 α
g
k pk(xi|θ

g
k )

(5)

Therefore, the probability of an instance of the unobserved
data ȳ is p(ȳ|X, θ̄g) =

∏N
1=1 p(yi|xi, θ̄

g). To maximize the
likelihood, we may use the expectation maximization (EM) al-
gorithm. We define the Q function in Eq. 6, which is the first
step (called E) where we calculate the expectation:

Q(θ̄, θ̄(i−1)) = E
[
log p(X,Y |θ̄)| X, θ̄(i−1)

]
=

∫
y∈Υ

log p(X, ȳ|θ̄(i)) f (ȳ|X, θ̄(i−1))dȳ
(6)

where X and θ̄(i) are constants (data and previous parameter es-
timation) and ȳ is an instance of the unobserved data.

The second step in the EM algorithm (called M) is to maxi-
mize Q :

θ̄(i−1) = arg max
θ̄

Q
(
θ̄, θ̄(i−1)

)
(7)

In the mixture fitting case, the Q function is as in Eq. 8:

Q(θ̄, θ̄(i−1)) =
∑
ȳ∈Υ

N∑
i=1

log
(
αyi pyi (xi|θyi )

) N∏
j=1

p(y j|x j, θ̄
g ) (8)

This expression can be transformed into a sum of two sepa-
rate expressions, which can be independently optimized as seen
in Eq. 9:

Q(θ̄, θ̄(i−1)) =

M∑
l=1

N∑
i=1

log
(
αl)p(l|xi, θ̄

g)
)
+

M∑
l=1

N∑
i=1

log
(
pl(xi|θyi )

)
p(l|xi, θ̄

g)

(9)

The first term can be optimized using Lagrange multipliers.
Eq. 10 shows the expression for αl, l = 1...M.

αl =
1
N

N∑
i=1

p(l|xi, θ̄
g) (10)

In the case of Gaussian mixtures, the second term in Eq. 9 can
be optimized, finding values for the partial derivatives to vanish.
However, when dealing with Burr Type XII distributions, we
have used a numerical approach.

5.4. Burr Mixture EM Second Term Optimization
If we include the Burr Type XII PDF definition into the EM

second term, we get the function to be maximized shown in
Eq. 11:

M∑
l=1

N∑
i=1

log
(
pl(xi|θyi )

)
p(l|xi, θ̄

g) =

M∑
l=1

N∑
i=1

log

cl kl

al

(
xi

al

)cl−1 [
1 +

(
xi

al

)cl
]−(kl+1).

p(l|xi, θ̄
g) =

M∑
l=1

N∑
i=1

{log cl + log kl − log al + (cl − 1)
[
log xi − log al

]
− (kl + 1) log

[
1 +

(
xi

al

)cl
]
}p

(
l
∣∣∣xi, θ̄

g
)

(11)

As every mixture component is independent of the rest, we
can optimize every function fl with l = 1...M described in
Eq. 12:

fl(al, cl, kl) =

N∑
i=1

{log cl + log kl − log al+

(cl − 1)
[
log xi − log al

]
− (kl + 1) log

[
1 +

(
xi

al

)cl
]
}p

(
l
∣∣∣xi, θ̄

g
) (12)

The partial derivatives of fl are shown in Eq. 13:

∂ fl
∂al

=
∑N

i=1

− cl
al

+ (kl + 1) clxi
cl

a(cl+1)
l

1+

(
xi
al

)cl


· p

(
l
∣∣∣xi, θ̄

g
)

∂ fl
∂cl

=
∑N

i=1

 1
cl

+ log
(

xi
al

)
− (kl + 1)

log
(

xi
al

)(
xi
al

)cl

1+

(
xi
al

)cl


· p

(
l
∣∣∣xi, θ̄

g
)

∂ fl
∂kl

=
∑N

i=1

[
1
kl
− log

(
1 +

[
xi
al

]cl
)]
· p

(
l
∣∣∣xi, θ̄

g
)

(13)

To find the maximum of fl, we can numerically find the
(al, cl, kl) values where Eq. 13 vanishes. Actually, we can find
an expression of kl when ∂ fl

∂kl
= 0 as a function of (al, cl) values.

Eq. 14 shows the expression for kl(al, cl)

kl (al, cl) =

∑N
i=1 p

(
l
∣∣∣xi, θ̄

g
)

∑N
i=1 log

[
1 +

(
xi
al

)cl
]

p
(
l
∣∣∣xi, θ̄g

) (14)
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We can use this result to reduce the three dimensions search
of the maximum to two dimensions, as kl can be considered
a function of the other two parameters. The function gl to be
maximized is shown in Eq. 15:

gl(al, cl) = fl(al, cl, kl(al, cl)) =

M∑
l=1

N∑
i=1

{log cl

+ log


∑N

i=1 p
(
l
∣∣∣xi, θ̄

g
)

∑N
i=1 log

[
1 +

(
xi
al

)cl
]

p
(
l
∣∣∣xi, θ̄g

) −
log al + (cl − 1)

(
log

xi

al

)



∑N
i=1 p

(
l
∣∣∣xi, θ̄

g
)

∑N
i=1 log

[
1 +

(
xi
al

)cl
]

p
(
l
∣∣∣xi, θ̄g

)  + 1


log

[
1 +

(
xi

al

)cl
]
}·

p
(
l
∣∣∣xi, θ̄

g
)

(15)

To find the maximum using the Monte Carlo method, we can
proceed as follows for every random sample. We use al and cl in
θ̄g values as the previous guess. The Monte Carlo maximization
algorithm follows these steps:

• Generate (al, cl) random values within interval around pre-
vious guess values.

• Calculate gl(al, cl) using Eq. 15.

• Follow maximum slope using ( ∂ fl
∂al
, ∂ fl
∂cl

) direction with
Eq. 13 and calculate gl(al, cl) again using Eq. 15 in every
step.

• Repeat until there is not increasing in the value of gl(al, cl).

• Make (al, cl) part of θ̄g as guess values for the next EM
iteration.

We can remark several points regarding the Monte Carlo
method:

• The interval for the random values depends on the accu-
racy of the initial estimations. Hopefully, we start with a
pretty good estimation, so we may use a small interval for
the (al, cl) values.

• The gradient we are using is the fl gradient, not the gl one.
As we are imposing ∂ fl

∂kl
= 0, this is not a big concern. We

will see that results support this assumption.

• The Monte Carlo Method requires going through the de-
scribed steps several times, depending on the actual prob-
lem. We have found that the required number of samples
is in the order of tenths.

5.5. Burr mixture fitting algorithm

Once we have the method to optimize the second term
of Q(θ̄, θ̄(i−1)) in Eq. 9 and the αl values with Eq. 10, we
can iterate EM until fit the distribution. The overall EM
mixture-fitting method with Burr Type XII distributions is as
follows:

• Find mixture maxima as initial cluster centroids.

• Use k-means with Euclidean distance to define clusters of
samples.

• Fit Burr Type XII distributions to every cluster of samples.
These fits are the initial components of the mixture.

• Estimate αl for every component.

• Define initial θ̄g using Burr Type XII parameters and αl

values.

• Iterate:

– Using Monte Carlo, estimate new {(al, cl, kl)}, l =

1...M.

– Calculate αl using Eq. 10.

– Update θ̄g for next iteration.

As previously, some discussion on the presented method is
worth:

• EM guarantees that with every iteration expectation the
result is improved, even if the absolute maximum is not
found. This allows us to define a stop criterion for the iter-
ations, like a distance measure (Kolmogorov-Smirnoff for
instance [47]) minimum threshold.

• In every iteration, the two terms of Eq. 9 are optimized. It
may improve the convergence of the algorithm if we use
one of the optimizations as input for the other. However,
we have chosen not to update θ̄g until the end of the itera-
tion, as not significant speed improvement is obtained.

• Obviously, the closer the initial estimation to the solution,
the better for the algorithm to converge to the solution. We
have noted that maxima estimation is probably the most
critical step to estimate the initial components. Using in-
formation from the problem can help us. As we have seen
in Fig. 4, there are four components in the mixture, and
the third one is by far the most important. We first find
the absolute maximum of the mixture, and then impose
two maxima to the left and one to the right. We try to
get the maxima the most possible equispaced. This pattern
depends on the server architecture and should be defined
case by case.

• Once the samples are classified in clusters, we need to es-
timate initial αl values. We use the maxima from the initial
estimation and take advantage of the Burr Type XII distri-
bution. For every component, we calculate the PDF peak

9



Fig. 5. SRT histogram maxima locations.

and calculate the ratio to the corresponding maxima. Then,
we normalize those ratios and use them for the αl values
to make sure the sum of all of them is one to comply with
the second axiom of probability.

By using the presented method, we have been able to fit the
mixture using Burr Type XII distributions in a much better way
than with α-stables [23], which do not have a closed form to
deal with. Results are presented in the following section.

6. Experimental results

Once we have described the mathematical model, we have
applied it to the experimental data, to obtain the distribution
mixture. The objective is later to find the curve that better mod-
els the relation between the SRT and the server load.

6.1. Burr Type XII fit
To test the presented algorithm, we have used as a target

server to measure an Intel i5 430M, 2 cores, frequency 2.26
- 2.53 GHz, 3 MB cache 4 GB RAM DDR3 at 1067 MHz
with HDD disk of 500 GB. The operating system is Ubuntu
16.04 LTS, which reports four cores (two physical and two log-
ical). Data has been acquired using the methods described in
section 4.1.

Once we have the SRT and load data, the first step is to lo-
calize mixture maxima. As mentioned, we use the usual cri-
terion for the number of bins (square root of the number of
samples) and then apply the maxima finding procedure already
explained, bearing in mind the width of the bins. In Fig. 5 we
can see the result of a problematic case. This is especially in-
teresting because every so often, we do not have an “isolated”
maximum for the main mixture component. This implies that
using a blind approach to extract just the maxima does not work
because we would get two quite close maxima in this case and

miss some other maximum either on the right or on the left.
In fact, any of the two maxima in the center of the figure could
work because we have MLE to improve the fit. Then, we choose
any of them and forget the other, while finding maxima sepa-
rated enough from the one already chosen. We have checked
that this approach using separated maxima gets far better re-
sults than just a maxima naive finding.

The next step is to use maxima locations as initial locations
for the k-means clustering. In Fig. 6 we can see the four clus-
ters of samples, the corresponding histograms without normal-
ization (each one is a PDF itself) and the initial Burr Type XII
distribution fit for every component.

We should make a remark here regarding Burr Type XII fit
to every cluster histogram. Sometimes (very few, actually) the
best fitting PDF is a limiting case of Burr Type XII like Weibull
distribution [46]. In this case, some parameters have infinite
values, the Burr Type XII PDF expression cannot be used di-
rectly. We have decided to estimate a “standard” Burr Type
XII PDF with c = 3 and k = 1 parameters as it has “bell shape”
like the components. To approach the “not fittable” distribution,
the Burr Type XII a parameter is assigned to the correspond-
ing cluster centroid location. Sometimes, resampling of fitting
curves is necessary. This heuristic approach has proven to be a
valid assumption for the case of study. Once the αl parameters
are estimated as described, we can see in Fig. 7 the initial Burr
Type XII mixture estimation. The final step is to iterate EM
to improve the fitting. In this case, we have used 100 random
samples for the Monte Carlo algorithm and 20 iterations. The
random variable interval is [−30%,+30%] of the guessed val-
ues (θ̄g) decreasing with every iteration. In Fig. 8, the resulting
Burr Type XII mixture estimation is depicted.

6.2. Server Load correlation with the SRT
We have repeated the previous method for mixture fitting for

several loads, between 5% and 100%. After several attempts us-
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Fig. 6. Clustering without normalization. Different color lines identify the fitting of each mixture component.
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Fig. 7. Initial Burr Type XII measured data (blue line) and fitting (red line).
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Fig. 8. Burr Type XII mixture measurement (blue bars) and fitting after EM (red line).

ing mean, mode and other statistics, we finally decided that the
best correlation between server load and the SRT statistic is the
50th percentile (actually, the median) of the estimated mixture,
but far from satisfactory. Experimental results are presented in
Fig. 9

Median captures somehow the location of the data (es-
sentially, delays) which hopefully has to do with the server
load. The median is generally considered more efficient than
the mean when addressing heavy-tailed distributions or mix-
tures [48]. However, although other statistics are even worse,
empirical median does not provide the accuracy obtained with
Burr Type XII mixtures.

In Fig. 10 we can see a correlation between the percentile
and the server load. Markers represent measurements and
the continuous line is the second order polynomial adjust,
y = 3.6x2 + 27.6x + 44.1. Dash lines indicate the 95% confi-
dence interval. For the polynomial fit, we have µ = 0.039286
and σ = 0.001161. This is an excellent correlation and that is
why we propose it as the right method to estimate server load
without intrusion into the system.

To assess how the method performs, we estimate the error of
the estimated load. For this, as proposed in [9], we use the Mean
Absolute Error (MAE) and Mean Absolute Percentage Error
(MAPE), defined below in equations 16 and 17, respectively.

MAE =
1
n

n∑
i=1

|e(i)| (16)

MAPE =
1
n

n∑
i=1

|e(i)|
x(i)
· 100% (17)

where e(i) = x̂(i) − x(i), x̂(i) is the estimated load value of the
ith measurement based on the SRT, and x(i) is the actual mean
load value provided by mpstat as ground truth. Note that, in
this case, we provide the loads as percentages, so MAE will be

a percentage as well. Anyway, we also use MAPE to identify
if there are large errors when the load is low, which could be
hidden in MAE. Additionally, apart from MAE and MAPE, we
obtain the maximum absolute and percentage errors to know
the error upper bound. Based on the values shown in Fig. 10,
we have obtained the following results for our experiment:
• Average absolute error: 0.72%.
• Maximum absolute error: 2.01%.
• Average absolute percentage error: 2.01%.
• Maximum absolute percentage error: 5.89%.
As shown, our results outperform other load estimation meth-

ods [9]. There, MAPE was between 4.31% and 7.22% for
ClarkNet, and between 3.09% and 5.16% for NASA. Thus, our
approach provides a lower MAE and MAPE, proving its use-
fulness regarding leading related techniques.

7. Discussion

The described method supposes that the TCP SYN responses
are generated by the operating system in the server to cor-
rectly estimate the server load. However, there are many net-
work cards with TCP offloading features, which could make
this method unfeasible. Nevertheless, most TCP offloading im-
plementations only do partial offloading. They take the TCP
control once the connection has been established by the operat-
ing system, for tasks such as checksum calculation or segmen-
tation/reassembly [49]. In these cases, the proposed method is
still valid. The operating system is affected by the server load
during the TCP handshake, which is when the measurements
are taken. Thus, other connection-oriented protocols with an
initial handshake (e.g., SCTP or QUIC) could also be used to
estimate the server load.

The proposed method requires calibration before actual esti-
mations. This can be done before the server is moved to pro-
duction as a previous task for every system to be controlled.
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Fig. 9. Experimental statistic parameters vs. server load.

For already moved to production servers, low usage periods
like non-labor hours or bank holidays can be used for calibra-
tions. In case none of these alternatives is feasible, an actual
twin system fully installed with all the hardware and software
in production can be used for calibration. In cluster environ-
ments with many identical systems in production, it should not
be an issue to calibrate the method one way or another.

The presented results are based on measurements at a van-
tage point close to the server whose load is to be measured.
This helps to avoid other traffic that could interfere with the
measurements, as shown in Fig. 1. In this way, a load balancer
in front of a server cluster can do these measurements during
its common operation. The farther the vantage point is from
the server, the worse the estimation of the SRT, so it is impor-
tant to deal with the vantage point location. However, it might
be impossible to directly connect the probe to the system to be
measured. It is not obvious what the effect of network equip-
ment in between both systems is. Preliminary data shows that
the mixture components may “compress” due to the network
electronics queuing (mainly switches and routers) and a single
distribution may be enough. In that case, accuracy is a concern,
as in-the-middle equipment may jeopardize measurements be-
cause head-of-line blocking and buffering introduce noise to the
measurement.

Regarding the complexity of the measurement method, it re-
quires capturing TCP SYN segment times, fitting the Burr Type
XII mixture distribution and taking its median value to translate
it to the estimated load with the obtained curve in the calibra-

tion process. Measuring the SRT can be done with a script that
captures the traffic with a capture filter to take only those seg-
ments with the SYN flag activated. There is no need to store
the network traffic, just the SRT values for each connection.
Once the distribution fitting is calculated, the actual load esti-
mation calculation is straightforward. For instance, estimations
in an Intel® Core™ i7-8565U CPU @ 1.80GHz, CPU with
four cores and 8.0 GB of RAM, provide the following average
figures:
• Maxima finding time: 140.63 ms.
• Clustering time: 375.00 ms.
• Initial fit time: 11.17 s.
• EM time per iteration: 13.74 s.
• Quadratic function evaluation: 8.75 µs.

Consider that those figures are obtained using an ordinary per-
sonal computer. The algorithm is tested in Matlab version 2020.
Therefore, no optimization has been done so far. Even so, the
elapsed time for the load estimation is about one minute (four
EM iterations are usually enough). As per the SRT measure-
ment period is five minutes, even in current implementation,
the algorithm is suitable for actual measurement. Thus, these
computing times strengthen the applicability of our approach.

Finally, it is also important to deal with the security implica-
tions of these results. Cybercriminals could use this technique
to know when the servers are more loaded and attack them
at that time, using fewer requests to cause a denial of service
(DoS). In this case, attackers are usually far from the server.
Consequently, the SRT estimation will be worse than the es-
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Fig. 10. SRT median in ms vs. server load with 95% confidence interval (dashed lines).

timation from our vantage point, next to the server. Here, to
reduce the distance effect, network RTT may also be measured
(e.g., with a ping). Then, the corrected SRT can be derived by
subtracting the network RTT from the “raw” SRT measure. A
similar approach has been proposed for different hops in [37].
This research idea will be further investigated.

8. Conclusions

In this paper, a novel approach has been presented, based on
the SRT time, to estimate server load without measuring it in-
ternally. This approach is very valuable to identify bottlenecks
causing problems in distributed systems, as well as to balance
the load in server clusters or in the cloud.

For this, we measured the time from the SYN to the
SYN+ACK TCP segments at the server side. We have iden-
tified that the SRT varies along the day in servers, following
their workload. the SRT is distributed with a heavy tail, which
is well modeled by a Burr Type XII mixture. Finally, we have
found that server load is correlated with 50th percentile of the
mixture, but this is not useful at all. Better results are obtained
by Burr Type XII mixture fitting.

Based on these results, an estimation method has been de-
fined, which follows an initial training phase, where the server
load is characterized. Then, a monitoring phase where the SRT
samples are taken to find the load distribution of the server,
based on the obtained Burr Type XII mixture statistics. Apart
from the TCP connections, this new method does not take any
assumptions about the server, which is considered a black box.
Thus, it can be applied to almost any existing load balancing or
scheduling algorithm.

This approach opens new research lines to be addressed. For
instance, it is interesting to study how accurate the model is

when there is network equipment between the server and the
vantage point. This may be quite complex, as network topol-
ogy may cancel the server load information reflected in the SRT
distribution. On the other hand, it is also important to develop
automatic ways for server calibration, based, for instance, on
its operating system and hardware specifications, to ease the
adoption of this load estimation method.
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