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Abstract - The multiplicity of network management models
may imply in some scenarios the use of multiple management
information languages defining the resources to be managed.
Each language has a different level of semantic expressiveness
which is not easily measurable. And these management in-
formation models cannot be easily integrated due to a difficult
translation of the semantics they contain.

This paper proposes the use of ontologies as a new approach
to improve the semantic expressiveness of management in-
formation languages. Ontologies are being currently used, for
instance, to provide web pages and web services the semantics
they usually lack (what is known today as “Semantic Web”).
Applying ontologies to management information languages
can also be useful for the integration of information defini-
tions specified by different management languages and for the
addition of behavior information to them.

Keywords - Ontology, Network Management, Management In-
formation Language, Information Models Integration, Behavior
Information.

1. INTRODUCTION

Currently, there are several integrated network manage-
ment models using different technologies for resource
management, such as SNMP (Simple Network Manage-
ment Protocol), CMIP (Common Management Information
Protocol), DMI (Desktop Management Interface) and
WBEM (Web Based Enterprise Management). Even dis-
tributed processing technologies such as CORBA (Com-
mon Object Request Broker Architecture) have also been
applied for network management [1].

Every integrated management model has identified the
need of a management information definition language to
describe the resources to be managed (its management do-
main), in order to ensure the cooperation between manag-
ers and agents. Therefore, each model has defined its own
management information definition language, with differ-
ent capabilities and expressiveness:

e SMI (Structure of Management Information), with its
different versions, for SNMP.

e GDMO (Guidelines for the Definition of Managed
Objects) for CMIP.

e MIF (Management Information Format) for DMI.

e MOF/CIM (Managed Object Format/Common Infor-
mation Model) for WBEM.

e IDL (Interface Definition Language) for CORBA.

The problem arises when different management tech-
nologies are used for the same networked system: Interop-
erability among all different management models involved
is necessary to provide a unified view of the whole man-
aged system. However, only syntactic translations among
management languages have been applied to date. This im-
plies that when the same resource is described with two
different management information definition languages, it
is possible to apply a direct translation between the defined
structures of the descriptions, but not between their mean-
ings. This is a problem to achieve an integrated manage-
ment using different models simultaneously: Semantic in-
teroperability becomes necessary to solve this question.

Meanwhile, ontologies have been successfully used to
solve similar semantic problems in other domains such as
the Semantic Web, where these knowledge-based tech-
niques provide web pages and web services the semantics
they usually lack.

This paper explores how ontologies can also be useful for
network and system management as a way to unify hetero-
geneous definitions of management information including
aspects not addressed before, helping to reach a semantic
interoperability of different management models and lan-
guages:

e A framework can be established to compare different
management information languages from an ontology
viewpoint. All these languages have different levels of
expressiveness, so the same resource can be defined in
multiple ways depending on the used model. As on-
tologies provide all the necessary constructs to repre-
sent the semantics of specified information, these con-
structs can be used to compare the semantic
expressiveness of management information languages
in a neutral way.

e Semantic interoperability can be achieved improving
existing syntactic translations by integrating in a se-
mantic way the management information from differ-
ent models, mapping and merging ontology-based in-
formation definitions. For this, a methodology is
proposed that does not only apply recast translations
[2] but also merges different definitions in a common
one and declares the necessary mapping rules.




Moreover, behavior characteristics could also be
included to this merged management information by
using rules, axioms and constraints usually contained
in ontologies. Currently, GDMO includes a BEHAVI OR
template and SNMP SMI was redefined in its second
version to improve its semantics. However, these
approaches are only human-oriented: it is difficult for
a computer to understand these BEHAVI OR or
DESCRI PTI ON statements. Ontology-based behavior
information could be understandable by intelligent
network managers.

2. ONTOLOGIES AS A KNOWLEDGE REPRESENTATION
PARADIGM

Ontologies are one of the main approaches being used in
the Knowledge Management and Artificial Intelligence
fields to solve semantic issues.

To understand how ontologies can be applied to improve
the information management modeling it is necessary to
explain previously what they are. There are many defini-
tions of Ontology, but one that is both general and com-
plete is “an explicit and formal specification of a shared
conceptualization” [3]:

e It is explicit because it defines the concepts, proper-
ties, relationships, functions, axioms and constraints
that compose it.

e It is formal because it is machine readable and inter-
preted.

e Itis a conceptualization because it is an abstract model
and a simplified view of the existing things it repre-
sents.

e Finally, it is shared because there has been previously
a consensus about the information and it is accepted
by a group of experts.

In brief, it can be said that an ontology is the definition of
a set of concepts, its taxonomy, interrelation and the rules
that govern such concepts.

Ontologies can be classified in two different groups:
lightweight and heavyweight. The former includes those
ontologies capable of modeling the information referred to
a domain, but it is difficult to reason with them because
they do not contain axioms or constraints. Ontologies of
the latter group include all elements that enable the infer-
ences about the knowledge they contain.

In this way, existing management information models
could be understood as lightweight ontologies: Models like
Internet MIBs or CIM schemas define the information of
the management domain in a formal way and they have
been agreed in working groups. However, their semantics
is limited. Its improvement would eventually enable the in-
ference of knowledge based on existing one.

There are many terminologies when dealing with ontolo-
gies depending on the paradigm used for knowledge repre-
sentation. Although the terminology is different, direct

mappings can be done with most of them, and similarly

with information management languages. Some paradigms

for knowledge representations in ontologies are:

¢ Semantic Networks. They usually deal with concepts,
instances, relations and properties. Concepts express
any kind of static and cognitively autonomous seman-
tic phenomena. Entities belonging to the interpretation
of the concept are instances. Properties are character-
istics of the entities.

¢ Frame-based representation uses classes, instances,
slots, and facets. Comparing to Semantic Networks,
classes map into prior concepts and instances remain
the same. Slots are similar to properties. Finally, facets
are properties of the slots.

¢ Description logic uses concepts, roles and individuals.
In this case, roles map into properties and individuals,
into instances.

*  Finally, object-oriented paradigm uses classes, objects
and attributes. Consequently, objects are instances of
classes, and attributes are their properties.

The comparison of management information languages
from the ontology viewpoint will be done taking into ac-
count several proposals about comparing different ontol-
ogy languages. Next sections will show how these ap-
proaches can be applied for comparing and integrating
management information.

3. MANAGEMENT INFORMATION LANGUAGES COMPARISON

A first step to reach a semantic integration of manage-
ment information definitions is to analyze the implicit se-
mantics included in those definitions. For this, this section
uses an ontology-based approach to study and compare dif-
ferent languages usually applied for the definition of man-
agement information for networks and systems. Ontology
languages have semantic expressiveness, and so, analyzing
expressive capacity in these terms should be as neutral as
possible. This proposal is based on some existing ap-
proaches to compare ontology languages [4, 5], which
evaluate the elements these languages can express.

There are also some proposals about comparing man-
agement information languages from other viewpoints dif-
ferent from ontology-based representations. For instance,
[6] compared GDMO, SMI and IDL in terms of their meta-
model. CIM and GDMO characteristics have been com-
pared in [7]. The list of languages compared in this section
includes GDMO, SMIv2, MIF, IDL, MOF/CIM and
SMIng.

To present this analysis, first of all, languages being
compared will be presented in chronological order, with a
brief review of their characteristics. Then, a comparison of
their expressiveness will be done matching them with the
constructs commonly included in ontology languages.
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3.1. Languages presentation
3.1.1. GDMO (Guidelines for the Definition of Man-
aged Objects)

GDMO was specified as part of the OSI Systems Man-
agement - Structure of Management Information, and was
adopted in TMN to define the Generic Network Informa-
tion Model.

This language uses the object oriented paradigm, but it
adds some other characteristics to allow a better reuse of
the defined management information. The reuse also adds a
lot of complexity to this language.

Definitions using these Guidelines normally have classes
that include some packages. Packages are composed of at-
tributes, actions (name used for methods) and notifications,
which usually have different properties or facets such as
data type or behavior.

3.1.2.  SMIv2 (Structure of Management Information

version 2)

SMI was specified to define the management information
for SNMP agents in Internet. Its improved second version
is the current Internet management information language
standard, keeping the simple philosophy of SNMP.

One of the reasons for its simplicity is the usage of a re-
duced set of object-orientation concepts as the basis for the
management information models: managed objects are de-
fined but they do not use concepts such as encapsulation,
inheritance, polymorphism, etc. These objects can be pre-
sented as scalar variables or by defining tables. However,
tables can also be seen as classes, where attributes are the
columns of the table, and each row is an instance of the
class. Another proposal [8] has gone further, identifying
some kinds of relationships, including inheritance among
different tables.

Facets such as syntax or description are also included in
definitions using this Structure.

3.1.3.

MIF was specified by DMTF, and used to define desktop
related information. Its paradigm is somehow similar to
SMI: Only groups of simple variables (here called attrib-
utes) and tables can be defined. Nevertheless, it is even
simpler, as table keys are always internal to that table, and
thus, associations cannot be defined in this way.

Once again, some different facets are defined for every
attribute.

3.14.

IDL is the language used in CORBA to define distributed
object interfaces. It is an object oriented model in which
classes are interfaces that have attributes and methods.

This language has been included in the set of manage-
ment information languages because there are many pro-

MIF (Managed Information Format)

IDL (Interface Definition Language)

posals for the use of CORBA for network management.
Moreover, ITU-T M.3120 Recommendation uses it to de-
fine TMN (Telecommunication Management Network)
management information, and also applies it in UTRAD
(Unified TMN Requirements, Analysis and Design).

3.1.5. MOF/CIM (Managed Object Format / Common

Information Model)

MOF is the syntax used for CIM, which is the language
used in WBEM. It has been defined again by DMTF, but
this model is object-oriented and much more powerful than
MIF. However, its complexity is lower than GDMO. This
language can also be translated to XML (Extended Markup
Language) to exchange the information, which is some-
times known as XML-based management.

With this Format, classes can have properties (the name
they use for attributes) and methods. Other facets can be
defined, thanks to the possibility of specifying new qualifi-
ers.

3.1.6. SMIng (Structure of Management Information,

next generation)

The next generation of SMI has been proposed by the
IRTF Network Management Research Group to define
management information and to integrate SMI and SPPI
(Structure of Policy Provisioning Information), avoiding
the use of ASN.1.

Even though it is not a standard and it is still being de-
fined, SMIng expressiveness is bigger than SMI, because it
is an object-oriented language. In addition to classes with
attributes and events, it is also possible the definition of ex-
tensions, which specify new structures by providing the
syntax they must comply with. Integration with XML is
also being studied.

3.2. Comparison

The structure of this comparison is mainly based on [4]
and [5]. The former work provides a framework with a set
of criteria to compare ontology languages, studying their
semantic expressiveness. The latter specializes this frame-
work to analyze the integration of information based on on-
tologies. The criteria explained in these proposals has been
applied to network management languages as ground of
comparison.

Main kinds of components used to describe the domain
knowledge are concepts, taxonomies, relations, functions,
instances and axioms. This section will detail each one,
comparing all presented languages in these terms.

3.2.1.  Concepts

Concepts or classes are the most important elements to
define information. The following items identify the ex-
pressiveness of a language when defining classes.
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Metaclasses: This item deals with the possibility of de-
fining classes as instances of other ones. Most lan-
guages do not allow this construction. Just in

MOF/CIM and SMIng it is possible to define new

statements with qualifiers and extensions respectively,

which indirectly makes feasible the redefinition of
classes.

Partitions: This concept, very common in ontology

languages, related to the definition of sets of disjoints

classes, does not exist in management information
languages.

Attributes: Concepts usually have attributes, and all

management information languages allow their defini-

tion.

0 Local scope: Attributes can be defined inside or
outside the class. Only GDMO, with attributes
that belong to a package, defines attributes out-
side the scope of a class.

0 Instance attributes or templates: They are attrib-
utes whose value may be different for each in-
stance of the concept. All management informa-
tion languages allow instance attributes.

0 Class or own attributes: They are attributes whose
value, which can be eventually modified, must be
the same for all instances or concepts. In this case,
just MOF/CIM can explicitly define such attrib-
utes, using the st at i ¢ qualifier.

0 Polymorph attributes: They are attributes with the
same name and different behavior for different
concepts. In this case, those languages that have
an attribute namespace inside the class scope can
have this kind of attributes. That is MIF, IDL,
MOF/CIM and SMIng. SMIv2 has a single name-
space for all attributes and so, it does not allow
these polymorph attributes. GDMO has the allo-
morphism, in which an attribute can also behave
as an attribute of the parent class, but this does not
exactly match with the definition above.

Facets: Attributes usually have a set of predefined

properties or facets.

0 Default value: All languages except IDL can de-
fine a default value for their attributes.

0 Data type constraint: All languages use data types
to define their attributes. They are usually simple
types except in GDMO, where all ASN.1 types
can be used, and IDL that can also have structures
and sequences. MOF/CIM allows arrays of simple
types.

0 Cardinality constraint: It constraints the maximum
and minimum number of values of an attribute. In
this case, only MOF/CIM and IDL can define
such constraints, and only for arrays and se-
quences respectively. The former language also
allows the definition of maximum and minimum

3.2.2.

numbers for association, by using max and nin
qualifiers.

0 Documentation: It gives a natural language defini-
tion of the attribute. Most languages have a de-
scription statement. In GDMO, behavior template
is usually taken for this. IDL does not have any
kind of documentation, although comments can be
used in this case.

0 Operational definition: It could include the defini-
tion of a formula or rule to be used when obtain-
ing a value for that attribute. None of the studied
languages included directly such facet.

0 Addition of new facets: As stated with respect to
metaclasses, only MOF/CIM and SMIng can de-
fine new facets, by using qualifiers and extensions
respectively. Pragna statement could be used in
MIF to define particular facets.

0 Other facets: All analyzed languages have other
facets, such as the access, the key or index, and
the identifier, which seem to be common facets in
these management information languages.

Taxonomies

Concepts are usually organized in taxonomies, with gen-

eralization/specialization relationships among them. There
are some taxonomic characteristics that can be analyzed:

3.2.3.

Subclass of: It specializes general concepts in other
ones more specific. Object oriented management lan-
guages allow the definition of subclasses, being
GDMO and IDL the only ones in which multiple in-
heritance can be defined. In SMIv2, the use of an ex-
ternal index or the augments clause can be considered
as a kind of inheritance.

Disjoint decomposition: It defines explicitly a partition
as subclass of a class. Two classes are disjoint if they
are sibling classes and there cannot exist a child class
of both of them at the same time. None of the studied
languages can define such kind of decomposition.
Exhaustive subclass decomposition: It defines a parti-
tion but in this case, the parent class is the union of all
subclasses. As in disjoint decomposition, no language
is prepared to define this decomposition.

Not subclass of: It states that a class is not a speciali-
zation of another one. Once again, none of the lan-
guages had this construction. MOF/CIM defines the
final qualifier to prevent a class from being special-
ized, but it is not the same concept.

Relations and functions

Relations represent a type of interaction between con-

cepts. Functions provide a unique value from a list of val-
ued arguments.

Definition of relations/functions: Object oriented lan-
guages allow the definition of relations. GDMO rela-




tionships are aggregations, although GRM (Generic
Relationship Model) can be used for other type of as-
sociations. Relations can also be defined in IDL and
SMiIng using the MOF/CIM association approach
(classes with two or more references). In SMIv2, an
association can be defined between classes using ex-
ternal indexes. With respect to the functions, only
GDMO, IDL and MOF/CIM allow the definition of
functions.

e Data type constraint: It defines that the type of the ar-
guments is constrained. As all management informa-
tion languages are typed, all of them use those types in
all constructs, and so, the type of the arguments is con-
strained.

e Operational definitions: It defines the way to obtain or
infer values of arguments with procedures and formu-
las, or defining their semantics using axioms or rules.
This is one of the main lacks of management informa-
tion languages. GDMO has the behavior construct, but
it is usually used as a description. Some proposals,
which are not part of the standard, have been done to
formalize it creating a specific behavior language or
using other specification languages like SDL (Specifi-
cation and Description Language).

3.24.

Instances

They represent elements of a given concept, a relation or
an assertion.

¢ Instances of concepts: For every concept, it is possible
to have instances in any of the network management
models included here.

¢ Facts: They are instances of relations. In this case, just
those models that can define relations can have facts.
This means that all management models with object
oriented languages can have them.

e Claims: They represent assertions of a fact by an in-
stance. This concept, common in the semantic web, is
not included in any of the management models being
studied.

3.2.5.

Axioms, production rules and reasoning

Axioms model expressions that are always true, and are
usually used to define constraints. Production rules follow
the if-then structure, and are used to express sets of actions.
Reasoning processes can be carried out by following the
different relations defined in the represented knowledge.

Management information languages do not include any
of these elements. This means that it is not possible to de-
fine constraints or procedures with them, which would be
very useful to define behavior. As stated before, GDMO
includes a behavior template, but it is open to any defini-
tion. Other languages do not even include such construct,
although extension mechanisms existing in MOF/CIM and
SMing could be used for this.

3.2.6. Comparison table

Table 1 shows a summary of all compared languages in
terms of ontology elements. A plus sign (+) has been
placed when the language has that element and a minus (-)
when the language has not. An asterisk (*) is used when the
language has a similar functionality but it is not directly
applicable.

Table 1. Summary of the compared characteristics

LANGUAGE GDMO_SMIv2 MIF IDL CIM SMing

CONCEPTS

Metaclasses - - - - * *

Partitions - - - - - -

Attributes

Local scope - +

+ |+
+ |+
+ |+

Instance attributes + +

Class attributes - - - R

+ |+ ]+ ]+

+
+
+

Polymorph attributes - -

Facets

+

Default value

+
+ [+
+ [+
+ [+

Type constraint

Cardinality - - *

+ |+ |+ [+

+
+ |
+ |

Documentation *

Operational definition - - - - - -

*
+
+

New facets - - -

Other facets + +

TAXONOMIES

Subclass of + * - + + +

Disjoint decomposition - - - - - -

Exhaustive decomposition - - - - - -

Not subclass - - - - - R

RELATIONS/FUNCTIONS

N-ary relations

Functions

Type constraint

w4+ |+ |+
.
.
+ |+ |+
+ |+ |+

Operational definitions - - - - -

INSTANCES

Instances of concepts + + + + + +

Facts + * - + + +

Claims - - - - -

AXIOMS, RULES * - - - - -

As can be seen, MOF/CIM is the language with best se-
mantic expressiveness, with 16 (+1*) elements. SMIng and
GDMO are near MOF/CIM expressiveness, with 13 (+1%)
and 10 (+3%*) elements respectively.

There are some rows in which all or nearly all languages
have a minus. They are mainly related to taxonomic rela-
tionships and definition of procedures or rules that describe
certain behavior. In order to add more expressiveness to
management information languages these elements should
be included to them.

4. APPLYING ONTOLOGIES TO NETWORK MANAGEMENT
MODELS

Previous section showed and compared the expressive-
ness of the different management information languages,
which can be useful when making a direct translation from
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one language to another one. However, this translation,
usually called recast, only produces an information module
syntactically equivalent to other one, whereas implicit se-
mantics contained in the original module is not considered
for the translation. This question arises because manage-
ment information languages lack formal behavior defini-
tions, only including natural language descriptions of de-
fined classes and attributes.

Recast translations have been defined between SMI and
GDMO (ISO-Internet Management Coexistence proposal),
and between SMI, GDMO and IDL (Joint Inter-Domain
Management proposal). Other proposals have defined
other recasts from SMI, GDMO or IDL to MOF/CIM [2].

Even if future management models use a unified informa-
tion model such as CIM, legacy agents will exist with in-
formation defined in other language. Usually, current man-
agement applications parse this information and rewrite it
in MOF/CIM, reaching a syntactic integration. If transla-
tions are mainly recasts, the CIM approach defining a
common model integrating all existing management infor-
mation modules will not work: This model, although writ-
ten using the same language, will be just a set of uncon-
nected classes, and even reaching a syntactic integration,
their implicit semantics will not be integrated. As stated in
prior section, taxonomies and relationships are important
elements of an ontology: If all concepts are not under the
same taxonomy and do not include enriching relationships,
the ontology is not complete.

For instance, if an SNMP MIB such as the HOST-
RESOURCES-MIB is translated to MOF/CIM, a set of
classes such as hr Devi ce or hr Pri nt er will be derived,
but if they are not related to CIM classes such as
Cl M _Logi cal Devi ce or CI M _Pri nt er respectively, then
this information will not be seen as part of a unified view.

Moreover, there is a problem when different management
domains have overlapped concepts in their respective in-
formation models. The ideal solution would consist in re-
flecting those concepts into CIM concepts, by using the
“scratch pad” mechanism, defining Mappi ngStri ngs
qualifiers. The problem of this qualifier is that it only re-
fers to the definition of the concept in the other model, and
it does not explain how to translate their instances. Other
qualifiers could be defined for this, but they have not been
specified by the DMTF.

Once again, ontologies can help in this problem, as there
are many proposals about merging and mapping them. This
section explains two advantages of applying ontologies to
current network management scenarios: the definition of an
integrated information model, which could be an improved
version of CIM, and how to add formal behavior informa-
tion to the information models, which would enable a po-
tential manager to reason with it. Applying ontologies
might be complex, but it also improves the operation of in-
tegrated and intelligent management systems, which thanks

to this approach can use a single information model for all
management tasks.

4.1. Integrating management information models

Translations among several management models are
normally needed in those scenarios where they are used for
the same domain, in order to apply a coordinated manage-
ment policy to the domain. There are two possibilities for
this: The first one is to define translations between every
two models. The second one is to define an information
model containing existing ones. The second approach is
better if the number of models is high, being proved that
2-n translations are just needed, instead of n’-n.

Second solution would define an information model con-
taining all defined information. In an ideal case, shown in
Figure 1, all merging models have the same weight and the
same overlapped areas. In this case, final model should be
a new one, which would be a union of all them. Mappings
should be defined between the final model and each of the
merged models.

Figure 1. Ideal case, with all merging models of the same weight.

However, as seen in Figure 2, such a symmetric ideal
case does not exist. It would be more appropriate to create
the final model by taking the biggest one, and adding the
information that is not overlapped. With this approach, the
mapping task is reduced to define it only for those models
merged to the bigger one.

In this way, the definition of CIM in WBEM has been a
good approach as a common information model: It defines
information for most management domains, including a
subset of other management models such as many Internet
MIBs and the Master MIF. In addition, it uses the most ex-
pressive management information language of those ana-
lyzed in section 3, being able to contain the information
defined in other ones that are less expressive.
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CIM

Figure 2. Real case: CIM, SMI MIBs and Master MIF have different
weights and different overlaps.

Nevertheless, semantic interoperability is not completely
achieved in CIM as shown previously and thus, this model
should be extended, using ontology characteristics. This
CIM-based ontology should contain all information de-
fined for other management models: Internet MIBs, Master
MIF or TMN M.3100 should be merged with CIM, includ-
ing all necessary mapping rules. Translations should be
done including semantics of all models.

There are several available tools for merging and map-
ping ontological definitions which can help in the creation
of this extended CIM model (e.g., [9] and [10] respec-
tively). They do not provide a completely automated algo-
rithm, but give some heuristics based on lexical coinci-
dences or hierarchy relationships that can be used for
semiautomatic merging and mapping, which facilitates the
task.

To obtain the desired general common management
model, the following set of steps is proposed:

1. First of all it is necessary to translate every model to
the same definition language. Reusing an existing
management information language is better than speci-
fying a new one to avoid more heterogeneity and lev-
erage existing tools. As seen before, best approach is
to use MOF/CIM as such language. Translations
would be done by applying recast techniques. This
translation is necessary to have all information models
defined in the same way, making it possible their
merge.

2. Once all models are defined in the same language, two
steps are done in parallel:

a. Merging: All models are merged in a global on-
tology. Those concepts that are overlapped have
to be redefined to a common and unique concept.
Same thing should happen with attributes. Other
concepts that are not overlapped just have to be
included in the model, but making relationships
(associations or specializations) with the global
ontology, to be able to reason with them.

b. Mapping: At the same time, mapping rules have to
be defined to translate instances from one model

MasterMIF

to the global ontology. For this, a simple string
such as the Mappi ngString qualifier used in
CIM is not enough. Once again, there are some
proposals about defining mapping ontologies that
can be reused.

The structure of a very simple mapping ontology
is depicted below in Figure 3: Each possible ele-
ment of the ontology (concepts, attributes, rela-
tions) has a translation formula. Other attributes
can be added to that element, such as a reference
to its definition (it could be an OID, for instance).
At the same time, each formula has the set of
source and target elements that take part on it, and
an expression used to translate from the set of
source elements to the set of target elements. As-
sociations to mapped elements and inverse for-
mula are also included.

source elements ¢«

[

Formula Element

+language: String +type: String 1.

+reference: String

+expression: String
1.0 1

mappedElements

inverse formula target elements

Figure 3. A simple mapping ontology.

A manager based on both the global ontology and the
mapping ontology would work, for example, in the follow-
ing way: If it needs to obtain all the instances of a certain
element of the global ontology, it would search for it in the
mapping ontology, finding also related formula and corre-
sponding elements of the merged models. Expression con-
tained in the formula would then be applied to translate
elements of the merged models to fit in the global ontol-
ogy, and the desired instances would be obtained.

4.2. Adding behavior information

A step forward integrating management information can
be achieved by adding a set of formulas, axioms or con-
straints to the defined management ontology. This would
make it heavyweight, as these elements would make it pos-
sible the inference of knowledge from the information con-
tained in the ontology.

In this way, descriptions of the classes and attributes of
the management information would include constraint
definitions, such as: “a language that is used as a default by
the Printer should also be listed in LanguagesSup-
port ed”, contained in Cl M _Pri nt er class. Other times, a
manager might want to comply with some policies. For in-
stance: “The Avai | abl eSpace of a CI M Fi | eSystem
instance should be bigger than a 10% of the Fi | eSyst em
Si ze”.

As seen before, only GDMO has defined a very general
template for the behavior of defined elements, and another
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more expressive language, MOF/CIM, does not include
any expressiveness about declaring axioms or constraints.
Nevertheless, MOF/CIM allows extensions by defining
new qualifiers. Then, if this is the language used for the
global ontology, a new qualifier, constraint, should be de-
fined:

Qualifier
Scope(any);

That is: a constraint is a qualifier that is defined as a
string without any default contents that can be used for any
element of the MOF/CIM language (mainly Classes, Prop-
erties and Methods). The language used for declaring con-
straints is not defined here. It could be the Object Con-
straint Language, defined as part of UML. Other option is
the use of a language such as Prolog, LISP, or description
logic languages as used in current Semantic Web propos-
als.

This behavior should be included in the ontology usually
by the management information modelers, with basic and
generic reasoning over the defined resources. It can be
processed later automatically by intelligent management
systems that reason with the provided ontology-based in-
formation definitions. Common managers can also read the
information contained in the ontology, because MOF/CIM
syntax remains the same. However, they will not be able to
use the added behavior information.

Constrai nt string = null,

5. CONCLUSIONS

This paper has applied ontologies concepts and princi-
ples to the definition of management information. This ap-
proach has been proved to be useful in many issues: first,
when comparing languages, next, when integrating man-
agement information models, and also, when adding be-
havior information to complete this integrated model:

When comparing languages, it has been found that
MOF/CIM is the language with better semantic expres-
siveness. However, it lacks the definition of taxonomic re-
lationships and constraints for the description of behaviors.

When integrating management information models, the
mapping and merging tasks can be done taking advantage
of ontology tools, creating a global management ontology
with an associated mapping ontology. This solution does
not impose any restrictions, but due to the need of manual
intervention to check performed tasks, it may take a long
time when applied to huge information models. However,
this time is much shorter than doing this work by hand.

Finally, different behavior rules can be added to that
global ontology to improve it, allowing the definitions of
constraints usually defined now in natural language in the
definitions of the management information.

All these features could be used to develop a manage-
ment system, a so called ontology-based manager that
takes advantage of this approach, integrating all heteroge-

neous management models in a smart way, bearing in mind
the semantics of the defined management information.

The ideas presented in this paper are currently being im-
plemented, validating the proposed approach. Current de-
velopments include an adaptor to automatically load
MOF/CIM and SMI specifications in an ontology tool [9],
dealing also with SMI particularities. At the same time, this
tool is being adapted to the peculiarities of the manage-
ment information when merging and mapping it.
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