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Abstract—Communication networks face nowadays a relentless in-
crease in traffic load. Multi-Gb/s links are becoming widespread, and
network devices are under a continuous stress, so testing whether they
guarantee the specified throughput or delay is a must. Software-based
solutions, such as the packet-train traffic injection, were adequate for
lower speeds, but they have turned inaccurate in the current scenario.
Hardware-based solutions have proved to be very accurate, but usually
at the expense of much higher development and acquisition costs.
Fortunately, the new affordable FPGA SoC devices, as well as high-
level synthesis tools, can very efficiently reduce these costs. In this
paper we show the advantages of hardware-based solutions in terms of
accuracy, comparing the results obtained in an FPGA SoC development
platform and in NetFPGA-10G to those of software. Results show that a
hardware-based solution is significantly better, especially at 10 Gb/s. By
leveraging high-level synthesis and open source platforms, prototypes
were quickly developed. Noticeable advantages of our proposal are
the high accuracy, the competitive cost with respect to the software
counterpart, which runs in high-end off-the-shelf workstations, and the
capability to easily evolve to upcoming 40 Gb/s and 100 Gb/s networks.

1 INTRODUCTION

OUR day-to-day activities are becoming more and more
dependent on communication networks: Social net-

works, mobile apps, e-commerce, etc. Such widespread use
of communications has implications at both the access and
server sides of the network. At the access side, it drives the
development of faster access technologies, such as Ten Gi-
gabit Passive Optical Network (10G-PON) or fourth genera-
tion (4G) and beyond mobile networks. At the server side, it
causes exponential increases in network traffic being faced
by data centers. As a result, network testing is nowadays
more necessary than ever, because networking equipment is
over-stressed due to the huge amount of traffic. However,
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network testing becomes a complex and expensive task at
this traffic load operating point.

We note that the main measurement parameters for
assessing the quality of Internet access services are, accord-
ing to [1], upload and download speed, Packet Loss Rate
(PLR), delay and jitter. As link speed grows, measuring
these parameters is not only more difficult, but also calls for
testing devices that must provide unprecedented accuracy.
For example, the transmission of a minimum-size Ethernet
frame takes only 67 ns at 10 Gb/s. Apart from the difficulties
of measuring at such small timescales, switching time is
no longer negligible, making it imperative to include the
switching equipment within the test scope as well.

In order to measure these network parameters on a
Device Under Test (DUT) —such as a network switch or
router— or a set of chained DUTs —such as a network
path— we propose using the packet-train technique. This
technique has proven to be effective and highly immune
to interferences such as cross-traffic load at the end-user
equipment [2]. Unfortunately, current software tools are
severely constrained when it comes to performing this type
of measurements at high speeds (e.g. 10 Gb/s), even if they
run at kernel level in the operating system.

In this paper we show the shortcomings of software-
based solutions and how to overcome such limitations using
a hardware-based solution. The new Field Programmable
Gate Array (FPGA) System on a Chip (SoC), which com-
bines a powerful microcontroller and a programmable logic
fabric, can be used to develop accurate and affordable
testing devices for high-speed networks. Moreover, we also
show how open-source platforms and High-Level Synthesis
(HLS) can efficiently offset the well-known difficulties of
FPGA development.

Certainly, the benefits of using FPGAs in multi-Gb/s net-
works are well known. However, previous works in the net-
work testing area are scarce and mainly focus on replacing
configurable traffic generators [3], [4]. Probably the closest
proposal to ours is [5], which uses FPGAs to test networking
equipment according to RFC2544 [6]. However, such work
considers only 1 Gb/s networks, and no previous state-
of-art considers accurate time synchronization mechanisms
such as GPS, which is needed to accurately measure one-
way delay and jitter in a distributed way. Finally, the benefits
of using high-level languages for networking applications

COMMAG-15-00460.R1



2 IEEE COMMUNICATIONS MAGAZINE - NETWORK TESTING SERIES

are beginning to be recognized, as shown in [7] where
such methodology has been used to implement a 10 Gb/s
TCP/IP stack in FPGA.

Hence, we propose the use of novel FPGA SoCs as a
means for comprehensively testing network equipment with
packet trains. The most remarkable novelties of this work
are: First of all, we show that very accurate results can be
obtained at both 1 and 10 Gb/s, using two proof-of-concept
designs. Secondly, FPGA SoCs can be used to implement
very cost-effective testing appliances, featuring a minimal
component footprint and a reduced power consumption,
which could easily be deployed across the whole network.
Moreover, we also quantify how inaccurate software-based
solutions can be at multi-Gb/s speeds, unless the corre-
sponding hardware aid comes into play. Finally, we also
show the benefits of open-source platforms and high-level
synthesis in order to reduce FPGA development time and
cost, thus making programmable logic competitive to soft-
ware in terms of design productivity.

The rest of this paper is structured as follows. First,
we show two network testing use cases where the pre-
sented solutions have proven useful. Then, the packet-
train measurement technique is explained. Next, both the
software and hardware approaches are described in detail.
After that, a performance evaluation follows, whereby both
implementations are compared and discussed. Finally, some
conclusions and an outlook of future works are provided.

2 USE CASES

The range of application of high-speed network testing
tools is very diverse. The typical use case focuses on testing
the capabilities of network equipment. However, this testing
can also be extended to other scenarios, where it is necessary
to perform distributed measurements along a network path.
Moreover, such testing must be performed continuously in
time to monitor the network QoS parameters. Next subsec-
tions provide two examples where this type of distributed
continuous testing has been applied, apart from the usual
testing of network equipment.

2.1 Service level verification

Nowadays we are witnessing a fierce competition be-
tween operators to provide more bandwidth in the residen-
tial access link for the less possible price. In this competition
for market share the regulators are playing their role as
referees to enforce a given quality of service level.

Of particular interest is the case of bandwidth reselling
between operators, at the access and metro link level. There,
the regulator must ensure that the Quality of Service (QoS)
provided by the incumbent operator to the hiring operator
meets a QoS level that allows the transmission of interactive
multimedia services. Since the number of potential users
in the metro network is very large and the residential
bandwidth is growing at a significant pace, we note that the
metro network switches, working at multi-Gb/s data rates,
must be carefully tested both before deployment and also
during operation.

2.2 Measurement of next-generation elastic optical net-
work equipment

Elastic optical networks are being developed to offer
the possibility of dynamically changing the signal mod-
ulation format and/or the spectrum allocation of optical
data links. This dynamic reconfiguration capability paves
the way for new operation models, whereby links are no
longer statically provisioned, but dynamically adapted to
traffic demands. Therefore, the link capacity must be contin-
uously monitored in these elastic optical networks, to check
if the underlying network has reconfigured the provided
bandwidth or not.

3 PACKET-PAIR AND PACKET-TRAIN TECHNIQUES
FOR NETWORK MEASUREMENTS

Once we have motivated the need of high-speed network
testing, we propose to use the packet-train technique, which
is an evolution from the previous packet-pair technique.
Packet-pair [8] is an active measurement method based on
sending multiple packet pairs from a source to a destina-
tion endpoint in order to estimate the corresponding QoS
parameters. Each pair is composed of equally sized packets
sent back-to-back at the maximum allowed speed in a link
or end-to-end path. At the receiver side, packet dispersion
is analyzed to estimate the capacity. As it turns out, packet-
pair techniques are prone to both capacity underestima-
tions and overestimations due to interfering traffic, because
only two packets are used in the measurements. However,
packet-trains [9] provide better accuracy and robustness,
simply because more packets are involved in the measure-
ment and the resulting train is less sensible to cross-traffic
interference than the corresponding pair.

In packet-train techniques, a group of N packets is sent
back-to-back from a sender to a receiver and the average
dispersion of the N packets is used to calculate the capacity,
as shown in Figure 1. Additionally, One-Way Delay (OWD),
jitter and PLR may also be estimated by including times-
tamps and sequence numbers on the packets. Increasing the
number of packets in the train provides immunity against
interfering traffic but also increases the measurement load in
the measured network. We note that this technique is based
on flooding the link, and, consequently, the measurement
time must be kept at a minimum, not to interfere with the
rest of traffic. Typically, train lengths range from 100 to 1000
packets. Regarding packet sizes, OWD is better measured
using minimum-sized packets to reduce the impact of the
transmission time on the estimation.

4 SOFTWARE-BASED SOLUTIONS

Traditionally, network measurements have been per-
formed using specialized hardware designed for such a task.
In the recent years, several software-based solutions that run
on top of commercial off-the-shelf (COTS) systems have also
been applied for network measurement and testing tasks.
The latter provide a cost-effective and flexible solution for
the development of network testing probes. For instance,
pktgen [10] is a Linux kernel module that enables the gener-
ation of traffic with different packet headers and payloads



RUIZ et al.: ACCURATE AND AFFORDABLE PACKET-TRAIN TESTING SYSTEMS FOR MULTI-GB/S NETWORKS 3

Figure 1. Representation of the packet-train technique.

defined by user (source and destination MAC and IP ad-
dresses, UDP ports, etc.) and also with specific statistical
features, namely inter-arrival time and number of flows. Ad-
ditionally, this kernel module adds a sequence number and
the departure timestamp for each packet, which makes this
tool suitable for throughput, OWD, jitter and PLR measure-
ments. The main drawback is that the departure timestamp
is taken in the Linux kernel and not in the Network Interface
Card (NIC) itself, which adds measurement noise due to the
transit time from the Linux kernel to the NIC. In high-speed
links (10 Gb/s and beyond), we note that more packets per
second must be copied to the kernel, so the measurement
noise is more significant. Thus, all traditional software traffic
generators cannot exactly mimic the transmission pattern
defined by the user, which severely biases the measurement
in a high-speed scenario, as stated in [11]. Even if a real-time
operating system is used, the interruption timer accuracy is
in the order of milliseconds, that is far too coarse for 10 Gb/s
networks.

In addition, vanilla network drivers cannot cope with
minimum-sized packets at 10 Gb/s rates neither in transmis-
sion nor in reception, which is essential for testing. Recently,
high-speed network engines have been developed [12] to
solve this issue. For instance a software traffic generator
called PktGen-DPDK built on top of Intel’s DPDK1 frame-
work has recently been released. Such traffic generator is
able to transmit either random generated packets or PCAP
traces. Although this traffic generator provides 10 Gb/s
rates, it cannot add sequence numbers or transmission
timestamps to the packets, so it is not able to measure
OWD. For this reason, only the Linux pktgen module will
be considered later in our comparative analysis.

5 HARDWARE-BASED SOLUTIONS

For years, the use of programmable logic devices (more
specifically, FPGAs) has democratized hardware design for
low volume users. Nevertheless, the complexity of design-
ing specialized hardware still resides in the FPGA design
flow, which is based on the demanding Hardware Descrip-
tion Languages (HDL). To circumvent this issue, several
promising HLS (High-Level Synthesis) tools are appearing.
HLS typically uses C/C++ as design entry, instead of the
lower-lever RTL (Register Transfer Level) descriptions used

1. http://dpdk.org/browse/apps/pktgen-dpdk/

by HDLs. HLS tools not only improve design productivity,
but also bring FPGA technology closer to networking engi-
neers.

In order to develop a hardware-based solution that im-
plements the packet-train technique exploiting HLS design
tools, we have worked with two hardware platforms. The
first one is used to demonstrate the feasibility of building ac-
curate, affordable, low power and portable 1 Gb/s network
testing appliances on top of a FPGA SoC device. The second
one, provided as proof-of-concept for 10 Gb/s networks, is
based on the NetFPGA2 project. For simplicity, we will name
them HwP1 and HwP2 respectively.

5.1 HwP1: ZedBoard
ZebBoard3 is a low cost board based on a Xilinx Zynq

SoC (an XC7Z020-CLG484-1) device that encompasses in a
single device a microcontroller based on a dual core ARM
Cortex-A9 (named as PS, Processing System) and an FPGA
(named as PL, Programmable Logic). The board has plenty
of input/output connectors, standing out an FPGA Mez-
zanine Card (FMC) connector that allows plugging complex
peripherals to the system. Furthermore, an operating system
such as Linux can be run in the PS, thus enabling complex
applications to be developed. Besides, the PL is based on a
modern and fast FPGA technology (Xilinx 7-Series), which
allows building complex hardware peripherals in the form
of hardware modules (also known as IP-Cores, from Intel-
lectual Property core). To develop the project, two external
Gigabit Ethernet interfaces were used, connected to the PL
through the FMC connector.

5.2 HwP2: NetFPGA-10G
NetFPGA is an open hardware and software project, de-

veloped by Stanford and Cambridge Universities in collab-
oration with Xilinx. It is intended for rapid prototyping of
computer network devices. The NetFPGA-10G is based on
Xilinx Virtex-5 FPGA (an XC5VTX240TFFG1759-2). It pro-
vides four SFP+ interfaces and has an 8X PCI Express Gen
1 interface to the host. Even though it can work standalone,
it is typically attached to a host PC, as in our testbed. To
ease the development process, we leveraged on the current
NetFPGA environment, using the Open Source Network
Tester (OSNT) project [13] as development framework.

5.3 Hardware architectures description
With the aim of speeding up the hardware development

cycle and bringing it as close as possible to the network
application engineers, we have used HLS tools to design
the prototypes, as described in [14]. Our tool of choice
is Vivado-HLS4, which generates synthesizable HDL code
from a C/C++ source along with synthesis directives. On
the other hand, modules where timing is critical (operations
need to be done in an exact number of clock cycles) were
implemented using the traditional FPGA design flow based
on HDLs (VHDL or Verilog).

2. http://netfpga.org/
3. http://zedboard.org/
4. http://www.xilinx.com/products/design-tools/vivado/

integration/esl-design.html

http://dpdk.org/browse/apps/pktgen-dpdk/
http://netfpga.org/
http://zedboard.org/
http://www.xilinx.com/products/design-tools/vivado/integration/esl-design.html
http://www.xilinx.com/products/design-tools/vivado/integration/esl-design.html
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Figure 2. Implemented hardware architectures. (a) ZedBoard at 1 Gb/s. (b) NetFPGA and OSNT at 10 Gb/s.

The designs communicate with the external Physical
Layer (PHY) chip by means of an AXI4-Stream bus. The
difference between both prototypes is in the size of the bus
transactions and its frequency of operation (32 bits at 100
MHz for HwP1, and 256 bits at 156.25MHz for HwP2).

In both architectures, depicted at Figure 2, there are
two key IP-Cores with similar behavior in the heart of the
system. On the one hand, the Packet Generator (1) was
developed for both systems with the same HLS code, the
only difference being the AXI4-Stream size and frequency
of operation. Customizable options include source and des-
tination MAC and IP addresses, UDP ports, packet size and
train length. In addition, each generated packet contains a
sequence number, and it is timestamped as close as possible
to the physical layer chip. On the other hand, the Accurate
Timestamp Module (2) is in charge of correcting the clock
drift. Both implementations use the Pulse Per Second (PPS)
signal from a GPS receiver as a reference to compensate
the clock drift. At HwP1, this module is split in two parts
following a hybrid hardware-software approach: the first
part is a variable-rate counter implemented in hardware,
which runs at 100 MHz. The second part is an algorithm
that runs in the ARM processor. Such algorithm uses the
sum of the previous errors to correct the rate of the counter,
and sends it back to hardware. Therefore, we can obtain a
remarkable timestamp resolution of 10 ns, with an extremely
low clock drift, thanks to the GPS-based error compensa-
tion. At HwP2, we have leveraged on the OSNT project
functionality, which implements a Direct Digital Synthesizer
(DDS) to correct the clock drift [13]. The design operates at
156.25 MHz, with a 6.4 ns resolution.

There are some differences in the architectures mainly
because HwP1 has a tightly coupled processor near the
FPGA (enabling a hybrid hardware-software approach, as
mentioned before) and HwP2 provides a framework with
a library of pre-designed modules. In HwP1, following the
hybrid hardware-software approach, the Packet Receiver
(3), developed in HLS, receives the packets and filters them
according to user-defined rules. Then, a software program
running on the ARM processor computes the Network Pa-
rameters. On the other hand, HwP2 uses the infrastructure
available at the NetFPGA framework for packet reception
and a custom-developed HLS module to compute the Net-
work Parameters (3).

In summary, our designs are good to send packet trains
with the aim of measuring the required quality parame-
ters (delay, jitter, loss and throughput). Additionally, both
designs use a PPS signal from an external GPS in order
to support one-way delay and jitter measurements when
testing in a distributed infrastructure. The code of both
projects is freely available at GitHub5.

In the near future, we expect to port our implementation
to a low cost 10 Gb/s version based on Zynq SoC. Finally,
it is worth remarking that both hardware implementations
occupy less than 55 % of most of the available resources
in the FPGA. Absolute figures of used resources in both
solutions are shown in Table 2.

5. https://github.com/hpcn-uam/hardware packet train

https://github.com/hpcn-uam/hardware_packet_train


RUIZ et al.: ACCURATE AND AFFORDABLE PACKET-TRAIN TESTING SYSTEMS FOR MULTI-GB/S NETWORKS 5

0 200 400 600 800 1000 1200 1400 1600
0

1

2

3

4

5

6

7

8

9

10
x 10

8

Packet Size (Bytes)

T
h
ro

u
g
h
p
u
t 

(b
p
s)

 

 

pktgen (100 packets)

pktgen (1000 packets)

HW (100 packets)

HW (1000 packets)

Theoretical

(a) Link Speed 1 Gb/s

0 200 400 600 800 1000 1200 1400 1600
0

1

2

3

4

5

6

7

8

9

10
x 10

9

Packet Size (Bytes)

T
h
ro

u
g
h
p
u
t 

(b
p
s)

 

 

pktgen (100 packets)

pktgen (1000 packets)

HW (100 packets)

HW (1000 packets)

Theoretical

(b) Link Speed 10 Gb/s

Figure 3. DUT throughput with different packet sizes. Mean and standard deviation estimated both in software and
hardware.

6 PERFORMANCE EVALUATION

6.1 Evaluation testbeds

Two different performance evaluation scenarios have
been considered for both software and hardware solutions.
The first scenario, used for calibration, is based on sending
measurement packets through an interface and receiving
them in another interface of the same testing device, in a
loopback fashion. The second scenario is based on send-
ing the measurement packets through an interface that is
connected to the DUT —in our case, a Cisco Catalyst 2960-
S. In the DUT, the measurement traffic is forwarded from
one SFP+ port to another SFP+ port that is connected to the
traffic receiver interface of the testing device. This scenario
addresses the 10 Gb/s case. For the sake of completeness,
the performance analysis has been repeated for the 1 Gb/s
case, using the same setup but connected to 1 Gb/s DUT
ports.

To evaluate the software solution, the pktgen module has
been executed on a server running an Ubuntu Linux 14.04
with a 3.16.0 kernel. The server has two Intel Xeon E5-2620
processors with 6 cores each, 32 GB of RAM and an Intel
82599 10 Gb/s NIC. For all tests the ixgbe vanilla driver has
been used along with pktgen 2.75 module.

All the experiments featured packet trains of 100 and
1000 packets with frame sizes of 60, 64, 128, 256, 512,
1024 and 1514 bytes, excluding frame preamble and check
sequence. The experiment was repeated ten times to obtain
mean and standard deviation for throughput and OWD.
In the case of pktgen module, traffic has been generated
using a single transmission queue since packet sequence
numbers must be correlative for throughput and delay
measurements, and using multiple queues produces packet
disorder [15].

6.2 Experimental results
The throughput measurements in the 1 Gb/s scenario

using the testing setup with the DUT are shown in Figure 3a.
As it can be observed, results obtained with the hardware
HwP1 prototype are fairly close to theoretical throughput
value and the standard deviation is very small. In the case
of measurements using the software approach, if the train
length is 100 packets and the packet sizes are lower than 256
bytes, the results are pretty far from the theoretical values,
and present larger deviations. With sizes of 256 bytes and
above, we observe that the empirical values approach the
theoretical ones. For 1000-packet trains, measurements are
more accurate and present less deviation.

Figure 3b shows the throughput measurements for
10 Gb/s. As in the 1 Gb/s case, the results for the hardware
systems are very similar to the theoretical values, with low
deviation. However, the results for the software systems
significantly depart from the theoretical ones, but improve
as the packet size and train length increase. Similar results
were obtained in the calibration setup, measuring the loop-
back for 1 and 10 Gb/s scenarios.

Note that, for some scenarios, regulatory bodies require
that link measurements are performed using minimum-
sized packets, which implies that software solutions are
unfeasible. Additionally, a thorough network device testing
should generate traffic with packet sizes ranging from the
minimum size to the MTU.

Regarding OWD measurements, Table 1 shows the es-
timation results for both loopback and switch setups at
1 Gb/s and 10 Gb/s. As it can be observed, software
measurements are far from the theoretical values, adding
up to 150 µs of error in the worst-case scenario —loopback
at 1 Gb/s. If accuracy below thousands of µs is needed,
the hardware solution is the most suitable option. It is also
worth noting that the hardware approach not only shows
the most accurate results, but it also presents extremely low
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1Gb/s 10Gb/s
Loopback Switch Loopback Switch

Packet
Size
(bytes)

# of
packets

OWD
pktgen
(µs)

OWD
HwP1
(µs)

OWD
pktgen
(µs)

OWD
HwP1
(µs)

OWD
pktgen
(µs)

OWD
HwP2
(µs)

OWD
pktgen
(µs)

OWD
HwP2
(µs)

60 100 29 ± 5 1.890 ± 0.003 38 ± 14 5.149 ± 0.003 17 ± 6 0.883 ± 0.000 17 ± 8 3.79 ± 0.003
1000 30 ± 7 1.889 ± 0.000 34 ± 5 5.149 ± 0.001 17 ± 5 0.883 ± 0.000 17 ± 6 3.80 ± 0.002

64 100 33 ± 9 1.941 ± 0.002 34 ± 6 5.236 ± 0.003 17 ± 7 0.883 ± 0.000 18 ± 5 3.81 ± 0.001
1000 30 ± 5 1.945 ± 0.003 33 ± 4 5.235 ± 0.002 18 ± 6 0.884 ± 0.000 18 ± 6 3.80 ± 0.002

128 100 34 ± 5 2.772 ± 0.001 43 ± 6 6.720 ± 0.005 20 ± 5 0.945 ± 0.000 20 ± 3 3.97 ± 0.007
1000 37 ± 5 2.773 ± 0.003 44 ± 6 6.728 ± 0.002 28 ± 1 0.946 ± 0.000 29 ± 2 3.97 ± 0.008

256 100 53 ± 8 4.437 ± 0.005 59 ± 8 9.425 ± 0.003 35 ± 8 1.069 ± 0.000 34 ± 7 4.20 ± 0.001
1000 53 ± 8 4.438 ± 0.007 59 ± 7 9.426 ± 0.002 35 ± 8 1.069 ± 0.000 34 ± 9 4.20 ± 0.000

512 100 83 ± 13 7.763 ± 0.003 92 ± 13 14.793 ± 0.004 59 ± 12 1.317 ± 0.000 58 ± 13 4.65 ± 0.000
1000 84 ± 11 7.765 ± 0.006 92 ± 11 14.796 ± 0.002 61 ± 11 1.317 ± 0.000 60 ± 10 4.65 ± 0.000

1024 100 122 ± 11 14.423 ± 0.002 134 ± 11 25.556 ± 0.003 90 ± 11 1.812 ± 0.000 89 ± 10 5.56 ± 0.001
1000 123 ± 3 14.424 ± 0.002 135 ± 4 25.555 ± 0.002 91 ± 4 1.812 ± 0.000 92 ± 8 5.56 ± 0.000

1514 100 170 ± 17 20.798 ± 0.001 172 ± 47 35.854 ± 0.003 130 ± 16 2.322 ± 0.064 129 ± 15 6.48 ± 0.000
1000 171 ± 6 20.796 ± 0.001 188 ± 9 35.853 ± 0.000 132 ± 6 2.317 ± 0.007 131 ± 9 6.48 ± 0.000

Table 1. Switch and loopback estimated OWD with different packet sizes and link speeds. Mean and standard deviation.

variation (less than 0.01%) which makes it well suited for
jitter measurements.

6.3 Calibration

We note that the measured latency in the hardware de-
velopments is significantly larger than the theoretical min-
imum (frame transmission time) in the loopback scenario.
This is due to the different elements in the transmission
chain. In the 10 Gb/s case, the FPGA features three IP-
cores that add up latency to transmission and reception:
10G MAC core, 10G Attachment Unit Interface (XAUI)
core and multi-gigabit transceivers (MGT). Particularly, the
reception MGT has an elastic buffer in order use the same
clock for transmission and reception, so that the design is
simplified. Such elastic buffer will also add uncertainty to
the latency measurement. Moreover, we note that this buffer
is not the only source of latency; the 10G MAC and XAUI
cores can add up to 200 ns (adding transmission and re-
ception latencies). Nevertheless, the main source of latency
in the NetFPGA-10G board is the physical medium chip,
which performs a conversion from XAUI to the 10 Gb/s
serial electrical interface, as well as Electronic Dispersion
Compensation (EDC). Such operations add a significant
latency to the transmission/reception path. Similar consid-
erations should be taken into account for 1 Gb/s case.

Considering the results of Table 1, we can empirically
infer that the aggregate delays (due to the reasons discussed
above) linearly depend on the packet size. Therefore, we can
use the loopback scenario to extract a calibration function
from the delay measurements. To obtain such a function,
we have firstly represented the scatter plot of measured data
set (70 points) as shown in Figures 4a for 1 Gb/s and 4b for
10 Gb/s. As a second step we have fitted the data using
a linear regression, as it is the simplest method to calculate
such function. Finally, we have subtracted this function from
the theoretical one to obtain the calibration function. Such
calibration function has been later applied to the Catalyst
2960-S switch delay measurements, obtaining comparable
results to those reported6 for a similar device.

6. http://miercom.com/pdf/reports/20130917.pdf

7 CONCLUSIONS AND FUTURE DIRECTIONS

The increasing speed of communication networks poses
a serious challenge for testing. In this paper we presented
the advantages of FPGA technology to implement accurate
and affordable testing appliances for high-speed networks.
Although software-based solutions are undoubtedly the
most convenient approach in terms of deployment and de-
velopment costs, we have shown that the non-determinism
of software severely limits the accuracy of such solutions
at multi-Gb/s speeds. Moreover, non-determinism arises
in the NIC itself and its connection to the system (PCIe,
chipset), so using GP-GPU accelerators or multi/many-core
architectures does not help to solve such an issue.

The solution proposed in this paper is using the new
FPGA SoC devices. On the one hand, the FPGA fabric can be
used to implement an accurate network measuring system.
But an accurate network measuring is not enough to create
a fully-fledged network testing appliance. A microprocessor
where to run the testing software and its underlying oper-
ating system is needed. This is where the high-performance
microcontroller embedded in the FPGA SoC device plays
an essential role, providing a hybrid hardware-software
approach. On the other hand, FPGA SoCs only require a
reduced number of external components in order to create
a complete appliance, and its price and power consumption
is low enough to consider a massive deployment of these
appliances in the whole network. For example, the price of
a Xilinx XC7Z015 device is around 100 USD, and this device
has the capability of implementing a 10 Gb/s Ethernet
network port by means of a XAUI interface.

In order to assess the benefits of FPGA measuring sys-
tems for high-speed networks, we have developed two
proof-of-concept designs. The first one runs at 1 Gb/s and is
based on the ZedBoard development platform. The second
one runs at 10 Gb/s on top of NetFPGA-10G. We have cho-
sen the packet-train technique to perform the measurements
due to its well-known features of accuracy, interference
immunity and low network overhead during testing. With
the help of these two proof-of-concept designs, we have
shown the advantages of hardware solutions in terms of

http://miercom.com/pdf/reports/20130917.pdf
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Figure 4. Regression on hardware platforms to calibrate delay measured. (a) ZedBoard at 1 Gb/s. (b) NetFPGA at 10 Gb/s.

Feature SW HwP1 HwP2
Approximate cost 5000 USD 1400 USD 3500 USD
Power consumption 160 W 8.5 W 120 W
FIFO Blocks (FIFO36) N/A 86 out of 140 11 out of 324
DSP Blocks (DSP48E) N/A 0 out of 220 2 out of 96
Number of Slices N/A 8210 out of 13300 28996 out of 37440
Slice LUTs N/A 22224 out of 53200 79099 out of 149760
Slice Registers N/A 24589 out of 106400 81646 out of 149760
Timestamp resolution 10 µs 10 ns 6.4 ns
Designability Easy Moderate Moderate
Design time Weeks Months Months
Engineer skills needed Drivers FPGA FPGA
Maximum rate supported 10 Gb/s 1 Gb/s 10 Gb/s
Measure throughput 1 Gb/s poor 3 3
Measure throughput 10 Gb/s 7 N/A 3
Measure OWD 1 Gb/s 7 3 3
Measure OWD 10 Gb/s 7 N/A 3

Table 2. Features summary of software and hardware prototypes.

determinism and accuracy when compared to the software
alternative.

Table 2 provides a qualitative and quantitative summary
of this hardware vs. software comparison. As it was evi-
denced in Figure 3, software solutions only provide a good
accuracy for throughput measurements at 1 Gb/s and when
using large packet sizes. At 10 Gb/s the software accuracy
is very poor, even if using Kernel-level approaches such as
the one evaluated in this paper.

In Table 2, it is stated that the development time for the
FPGA prototypes has been just months. It is well known
that FPGA development is very costly, not being uncommon
to have development times reaching one year. Another
contribution of this paper is to present the benefits of open-
source platforms and high-level synthesis for improving
FPGA design productivity. We have shown how high-level
synthesis could significantly ease the development of the
network parameter calculation core. Additionally, using an
open-source platform as a starting point, the development
time of the 10 Gb/s prototype may be significantly reduced.

Regarding costs and power consumption, the results
presented in Table 2 are the corresponding to the prototypes

that have been evaluated in this paper. For the software
solution, a high-end server system with a 10 Gb/s Ethernet
card was used. For HwP1, the configured system includes
the ZedBoard card, a GPS receiver and the Gigabit Ether-
net FMC card. For HwP2, a NetFPGA-10G card was used
(academic price), along with a low-end computer attached
to it. It is expected that such costs will be much lower when
producing the network testing appliances at a large scale.
Finally, the power consumption has been measured when
performing the network measurements with packet trains.
In HwP2, the NetFPGA-10G consumes less than 30 Watts
standalone.

In the near future, we will see a widespread use of
40 and 100 Gb/s networks. Given the results obtained for
software solutions at 10 Gb/s, we envision that using ded-
icated hardware will be a must for testing such networks,
moreover if we consider the nanosecond-accuracy required
at those speeds. Fortunately, FPGA SoC devices will be able
to implement these testing solutions based on dedicated
hardware. At the moment, devices such as Xilinx XC7Z030
are capable of implementing both 10 and 40 Gb/s interfaces
at a cost roughly below 400 USD. For the case of future
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100 Gb/s networks, the new generation of Zynq UltraScale+
devices will provide direct a connection to CFP or QSFP28
cages, while, at the same time, maintaining the low power
consumption and moderating price features of the current
generation of FPGA SoC devices.

REFERENCES

[1] Body of European Regulators for Electronic Communications,
“Monitoring quality of Internet access services in the context of
net neutrality,” Tech. Rep. BoR (14) 117, Sep. 2014.

[2] J. Ramos, P. M. Santiago del Rı́o, J. Aracil, and J. E. López de
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Sergio López-Buedo (sergio.lopez-buedo@uam.es) is associate pro-
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