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Abstract. Virtualization tools can be an alternative to iempkent networking
scenarios, with the purpose of making measuremepéranents similar to
those in real networks. For this, it is importamuse the virtualization tool that
consumes fewer resources. In this work, we havaimdd a quantitative com-
parison of the CPU and memory consumption of thagealization tools dur-
ing the boot up and execution of a concrete virsaahario.
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1. Introduction

At present, products and services have to be deglay networks. However, these
networks have other services already in use, andi¢iployment of new services can
cause congestion to the networks, degrading somsces and reducing their per-
formance. At the same time, users require thaketlsesvices assure a certain quality
level. Nevertheless, it is uncertain what servicality can be provided a priori on
these networks. Then, it is necessary to rely ofnfrastructure that estimates the
services’ behavior, as well as measurement proesdamd tools to make tests and to
measure the delivered quality of these services.

As alternative we suggest the use of virtual comguplatforms, reproducing real
infrastructures in a virtual environment. This reesl the risk of damaging real net-
works, as well as the cost of the development apérémentation. At the same time,
the service functionality can be tested, and tiselte obtained are going to be close
to what should be measured in a real scenarionghat it is the real application, and
not a simulated model, what is being executed. Ewere, as shown in [1], virtual-
ization results are very similar to simulation fe&suwithin this context, the funda-
mental problem consists of identifying what virimation tool consume less CPU and
memory and is most suitable to make experimensgeaelwith the networking.

This research work is intended to verify the fuoidlity of real network situations
within virtual environments using a single computéhe result allows making di-
verse experiments in a virtual network platformmeasure the performance and qual-
ity of deployed services. These experiments wibvite valuable data to calculate the



required network resources. Then, traffic engimegrioad balancing, or bandwidth
reservation can be estimated based on these exqgsim

In order to carry out this comparison, we firstfpened a synthesis of the bibliog-
raphy concerning virtualization network and virigation tools, summarized in next
section. Then, we installed the previously enunegrdools, and designed a simple
scenario to assess these virtualization toolshawts in section 3. This work included
the installation and configuration of several O®xt\ a set of tests was performed to
obtain our evaluation results, presented in sedtiofrinally, some conclusions are
given based on obtained results.

2. State of theart

2.1. Virtualization tools

Since this research takes advantage of virtuadizatiols, it is important to make a
brief description of the existing ones in the marke our work we have just focused
on the main open source tools that are executedrwopken source operating systems
(0S), with the exception of VMware Server (currgniilee, but not open source),
because of its widespread in Windows and Linuxiqtats.

It is important to remark that the similarity lexmtween the virtual and real envi-
ronment also depends on the virtualization techmiqdithough the industry uses
diverse terms to describe these techniques, theyusnally known as emulation,
complete virtualization, paravirtualization, and @Sel virtualization. In this study,
we have included all these possibilities, by ushegfollowing virtualization tools:

* VNUML (Virtual Network User Mode Linux) [2] is an pen-source general-
purpose virtualization tool, designed to define sest complex network simulation
scenarios based on the User Mode Linux (UML) [3judlization software.

» Netkit [4], also based on UML, has been conceived as aino@envent for setting
up and performing networking experiments at lowt.ctisallows the creation of
several virtual network devices that can be intenezted in order to develop a
network on a single personal computer.

 VMware Server %], as we mentioned previously, is a free virtuatian product
for Windows and Linux OS that implements full vitization. It allows a physical
computer to host some virtual machines, with défgérguest operating systems.

» Virtual Box [6] is a X86 virtualization software to deploy vialumachines, des-
tined to desktop computers and enterprise Serwdnish also implements full vir-
tualization. It allows executing an OS without nfaxdition.

* Qemu [7] [8] is an open source generic emulator that reaghesceptable emula-
tion speed using dynamic translation. It execuigsial machines under Linux or
Windows. It has several very useful commands toaga virtual machines.

« Xen [9] is an open source virtualization tool, lthes the paravirtualization tech-
nique. It is distributed under the GNU/GPL licengallows the execution of mul-
tiple instances of guest OS with all their charasties.



2.2. Related works

Here we include some of the most relevant relatecksvfound in the literature: the
work in [10] emphasizes on emulated networks with a compenlogy, but just
using Netkit. At the same time, referendd ] explains the use of virtualization tech-
nigues for the creation of complex network scemaviith VNUML. In [12], the au-
thors made an evaluation of some tools, definingersd comparison criteria, but
using other virtualization tools. In [13] virtuadition is introduced from a perspective
of tests. However they do not provide any experimmenults. In [14], several UML
tools are analyzed, exploring their strengths amékmesses and defining require-
ments for an ideal virtual network.

Although other works exist, which we have omitted brevity, most of those in-
cluded here present and compare their results tgtiadily. The only exception is
[12], but their quantitative measurements are jisited to traffic (RTT, throughput)
of the virtual machines. In our work, we have desitja test scenario, configured the
networks and services, and then we have taken measuats related to CPU and
memory consumption of the PC hosting the virtuanseio. We have also used the
latest versions of the virtualization tools, conipgrthe results quantitatively.

3. Design and implementation

The assessment of these virtualization tools hasisted of measuring the perform-
ance of emulated virtual networking scenarios, tedr interaction with the physical

equipment, the CPU load and memory usage. For dhigtwork has been defined,
organized into sub networks, as depicted in figvlere a client/server application is
running. The clients are *nix virtual machines. ®agver in this case is a web server,

running in another virtual machine of another sabwork.
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Fig. 1. Virtual network scenario used in the evaluatiore @ssigned 64 KB of memory to
VM1, VM2, VM3 and 128 KB for those that works likeuters



All tests have been developed on a Linux Debian246018, in Dual Core, 2.80
GHz, 1GB RAM and one Ext3 partition with 60 GB. \Weeorded transmissions from
the real host to a virtual client and from theuwddtserver to the real host.

The measurements were taken with the following gdoce:

1. First, we synchronized the clock with an NTP Servigmen, we installed each
virtualization tools, created the first VM and ial#¢d guest OS. In this point, we
tried to fix same file system and similar kerneltbe all tools to more precision.
This was possible for all tools except NetKit. lratee cloned the first VM to the
remaining VMs, in order to reduce time. Finally agded virtual interfaces, con-
figured IP address and started services.

2. Second we created and executed the respectivegpnsghat automatically con-
structed and started all scenarios, for each \iration tool. In most cases it was
necessary to configure IP address manually, excepNUML and Netkit, be-
cause they provide an excellent functionality.

3. Finally, we implemented a unique shell script alfpon, which allows us the
measurement of the CPU and memory consumptionglboot up and execution.

4. Once initialized the scenario, as depicted in 2igwe have initiated a file transfer-
ence to collect the measures in the execution stagasing wget tool, iperf [15],
netperf [L6], w, free, top and tcpdump [17], with some opsido avoid idles times,
working in background and updates each secondhgitinie transfer.
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Fig. 2. Networking scenarios deployed with VNUML and Qemu.

4. Results

Table 1 shows the mean of the collected data, ledémlifrom eleven tests performed
with each virtualization tool, with top Linux commé These results show that
VNUML is the less CPU consuming tool at boot upthva 31.73%. It is followed by

Xen, with a 35.14%; and Netkit, with 48.16%. Qemthie most CPU consuming tool
at boot up, with 63.10% of user time, and a tofeBh@51%. It uses kgemu accelera-
tor, executing the guest code directly on the I@#¥t). VMware registered 68.72% on
system field. We have to clarify that the netwodersario was implemented in this
case by using the VMware Player. In total it conear5.49%. And finally, Virtual



Box is the unique one that uses nice field (64.48%¢d when the process loses pri-
ority. In total it consumes 80.41%.

Table 1. CPU consumption when started scenarios.

user system  nice  idle wa Hwint swint seal time

VNUML 10.78 20.75 0.00 60.29 0.13 0.05 0.03 0.00
Netkit 16.03 3160 000 5184 0.34 0.04 0.15 0.00
Qemu 63.10 2395 000 1091 0.18 0.06 0.22 0.00
Xen 2.04 417 0.00 5886 22.01 0.03 0.13 6.76
Vmware 13.29 68.72 0.00 1434 3.23 0.11 0.14 0.00
VirtualBox  3.15 4.64 65.48 19.37 6.94 0.08 0.12 0.00

Table 2 provides the memory usage. It shows thdtitNe the less memory con-
suming tool, with less than 185 MB. However, agestabefore, the kernel version
used with NetKit is different from the other onégart from Virtual Box, the other
virtualization tools need up to 286.76 MB to bopt u

Since that both Xen and VNUML are the less CPU aomsg tools, we have per-
formed other tests with them, included the tables@ 4. These tests show the CPU
and memory usage during a file download from thieusl server to the real host. In
both cases, Xen performs better than VNUML.

Table 2. Memory consumption when started scenarios

Consumed  Buffers Cache Total (B) Total (MB)

VNUML 613,652.98 89,257.40 247,900.77 276,494.81 270.01
Netkit 466,763.82 34,243.32 242,244.45 190.276.05 185.82
Qemu 717,314.60 18,740.75 451,260.44 247,313.41 241.52
Xen 345,967.69 11,539.29 124,614.41 209,814.00 204.90
Vmware 643,106.22  8,102.36 341,359.51 293,644.34 286.76
Virtual Box 810,683.96  2,610.21 123,162.98 684,910.77 668.86

Table 3. CPU consumptions during execution

User system nice idle wa hwint swint Steal time
VNUML 1295 36.64 0.02 4190 7.38 0.03 2.07 0.00
Xen 0.17 1.80 0.00 62.80 32.11 0.04 1.81 0.15

Table 4. Memory consumption during execution

Consumed  Buffers Cache Total (B) Total (MB)
VNUML 887,291,75 5388.96 635,327.15 246,555.64 240.78
Xen 338,394.64  964.26 133,312.61 204,117.77 199.33

5. Conclusions

There are several virtualization tools that allosvtie implementation of networking
scenarios. All of them use the UML network util#ier the Bridge utilities, to support



virtual network devices. All of them need both haade and software requirements to
perform correctly.

The collected measures of CPU and memory consumpgtioing the boot up and
execution scenarios of each virtualization tool givally demonstrate that these
values are considerably dependant of their virtasibn technique, as well as by each
tool own features.

Xen and VNUML have been the tools with less condimnpin the boot up ex-
periment. Nevertheless, Xen has performed betem ¥WNUML during the virtual
network traffic experiment. In these terms, Xen igddae the better virtualization tool
to implement network scenarios.

It is also worth mentioning that VNUML and NetKitqvide a unified tool to de-
scribe and deploy the network scenarios, reducimamentation costs. If this factor
is important, then such tools should be borne imdmi
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