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Abstract

The energy consumption due to information technologies is large and there are many ongoing
efforts to cut it down. Previous studies have shown that there is a significant percentage of hosts
which are left switched on in office buildings at night and weekend, whose energy consumption
is significant. This motivates the development of techniques that can detect switched-on hosts
in a simple and scalable way. This paper proposes detection techniques based on network traffic
monitoring. The results show that such techniques can effectively detect switched-on hosts in
small-medium campus networks and also in large country-wide networks that serve more than
one million users. Interestingly, the proposed techniques can be implemented using the existing
network monitoring infrastructure, specially for large networks, at a negligible additional invest-
ment.

Keywords: Energy saving; Energy-aware networks; Network monitoring; Switched-on hosts;
Spanish NREN; Firewall supplantation; Traffic measurement.

1 Introduction

The energy consumption in the Information Technologies (IT) sector is increasing rapidly and starts to
be a significant part of the energy consumption. For example, in [1] the IT related energy consumption
in US offices was estimated to be around 74 TWh or 2% of the total electricity consumption in the
country. In addition, this percentage is predicted to increase significantly during this decade [2]. As
a result, a number of techniques have been proposed to reduce the energy consumption of computers
and networks. Most of them are based on putting elements of the system in a low power state when
they are not used [3]. In [1] the savings obtained by the use of such power savings techniques were
estimated to be around 23 TWh/year.

But even when power saving policies are in place significant, energy is wasted by computers that
are actually not in use. For example, the authors in [1] estimated the energy savings of shutting
computers down during night-time and weekends at 17 TWh/year and 7 TWh/year, respectively.
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This is important because many users leave their computers on at all times. However, the authors
in [4] and [5] highlight the limited amount of data available for the estimation of the number of
switched-on hosts during night time. In fact, hosts were checked manually in both papers, and it
is suggested the need of automated mechanisms to detect activity. Such mechanisms would enable
a continuous monitoring of the hosts at night and therefore a more precise analysis of the energy
consumption and its evolution with time.

In this light, this paper provides traffic analysis techniques that enable the detection of switched-on
machines in a network by monitoring hosts’ network activity. Note that it is expected that almost
every host connected to the Internet generates traffic because of automatic software updates (e.g.,
operating systems and anti-viruses), background email and VoIP clients, among other reasons, as will
be shown in this paper. Once a set of switched-on machines are identified, the network managers
should suggests users to switched off their computers or to use software like [6] and [7] to switch off
at scheduled times. The proposed techniques can be used with either packet-level or flow-level traffic
monitors. The former are common in small networks, while the latter are usually available from large
wide area network routers. To the best of our knowledge, this is the first study on the use of traffic
analysis for this purpose.

We have found primarily three challenges to be addressed in this approach. First, we note that
firewalls are present in almost all medium-large size networks. We have found that firewalls may
respond to externally originated connections on behalf of an internal host (using host’s IP address),
even when such host is switched off. We note that unwanted externally originated connections due
to malicious traffic (e.g., attacks and port scans) are very common in the current Internet [8, 9]. In
addition, we have found that local software firewalls running on end-hosts may block active probes.
Second, flow-level measurements often suffer from packet sampling, which reduces their precision.
Finally, it is possible that a host generates no traffic although it is switched on.

Our findings show that packet-level techniques can detect up to 91% of the switched-on hosts,
while the Netflow-based detection techniques detect up to a reasonable 70%, even in the presence of
sampling.

The rest of the paper is organized as follows. Section 2 reviews the related work. Then, Section 3
describes the mechanisms proposed to detect switched-on hosts as well as some assumptions and
limitations of our study. The next two sections are devoted to the analysis and comparison of the
packet-level and flow-level approaches, at local and wide area network scales respectively. The last
section concludes this paper and provides a summary of the main findings.

2 Related work

The first studies on the energy consumption of Personal Computers (PCs) were done almost twenty
years ago [10]. Nevertheless, there is a renewed interest in reducing the energy consumption of
PCs. This interest was triggered by the significant amount of funds that service providers and other
corporate networks spend annually on energy.

Consequently, the research community has proposed techniques to reduce the demands for energy
in PCs, networked devices, and protocols. In [11] a detailed specification for PCs power management
is available showing significant energy savings. In addition, low power modes have been introduced in
ADSL [12] and Ethernet [13] while other studies address energy consumption at the network level [14,
15, 16]. Note that one important point by defining such techniques is that any action has to be done
in such a way that minimizes the impact on performance. To that end, prediction techniques have
been proposed [17].

While all these approaches exert a significant saving in terms of energy and money, the authors
in [1] showed that an extensive set of hosts, which are actually not in use, remain on at weekends and
nighttimes and, consequently, wasting energy. Studies conducted in academic and research institu-
tions [4] showed a remarkable power consumption due to this inefficient use of computers. There are
ample variations in the percentage of hosts that are left switched-on at night ranging from 35% in [5]
to 63% in [4], in both cases verified with manual inspection. Therefore, we aim at filling this gap by
showing how to automatically identify such a set of hosts analyzing network activity.

The authors in [6] presented an open-source software that allows users to schedule power states of
their PCs. The results showed that this tool reduces the average PC uptime about 40%. Similarly,
commercial products [7] are becoming available to monitor and manage the energy consumption of
networked PCs after installing proprietary software. Both tools are complementary to the techniques
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Fig. 1. RedIRIS network topology and measurement system architectures of RedIRIS and UPNA.

proposed in this paper. Essentially, once a host is detected switched-on during some nights or week-
ends, the network managers should suggest users to install software such as the above mentioned to
save energy.

Regarding the identification of the switched-on host, the authors in [6] leverage “port scan” mecha-
nisms to estimate the number of switched-on PCs in a university campus over 24 hours a day. However,
such approach presents some limitations from both accuracy and scalability viewpoints. First, we have
found that the use of “port scan” mechanisms provide clearly worse results than other active prob-
ing techniques because of local software firewalls running on end-hosts. Additionally, such approach
injects proactively traffic to any host in the network, which is not a scalable solution for wide area
networks.

3 General solution and analysis scenarios

This paper proposes to automatically detect switched-on hosts analyzing activity through network
monitoring using both packet-level and flow-level traffic monitors. To evaluate the accuracy of the
proposed techniques, we use measurements from two different scenarios: the Spanish Academic Net-
work (RedIRIS) [18], and a selected campus within RedIRIS, the Public University of Navarra (UPNA)
campus. The traffic collection in RedIRIS is at the flow record level (Netflow) whereas packet level
analysis is performed in the UPNA campus network. Figure 1 shows the RedIRIS topology and the
UPNA location inside the RedIRIS network, as well as their measurement system architectures.

RedIRIS provides advanced communication services to the scientific community, hospitals, and to
most Spanish campuses, which comprises over 350 affiliated institutions and 18 Points of Presence
(PoP) across the country. For such a large network, we pursue detection techniques that are cost-
efficient and pay off for the savings in energy consumption. To do so, we detect activity through
analyzing Netflow records [19], which are available in the majority of access routers, with no need
of installing additional network probes, making the hardware investment negligible. Therefore, the
only Capital Expenditure (CAPEX) is that of a server that collects the Netflow records. Netflow
records provide a summary per flow, either UDP or TCP, which includes the source and destination
IP addresses, ports, and number of bytes and packets among others. For a trace duration of three
years, inexpensive hard disks and processing servers have been used. Needless to say, there is no need
to collect three years worth of data to detect activity, which can be done on a day by day basis, with
a very low hardware investment. In addition, the bandwidth consumption due to the collection of
Netflow records is not significant. For the whole Spanish academic network, the Netflow records worth
of throughput is 2 Mb/s in mean, which is very little for a Gb/s backbone network. Furthermore,
the Netflow records can also be used for generic traffic monitoring purposes, beyond detection of
switched-on hosts. Finally, it is also worth noting that RedIRIS routers carry out packet sampling for
Netflow, with a sampling rate of one out of 100 packets [20].

3



On the other hand, UPNA is a mid-size university with some 8000 users, including faculty, staff,
and students. The access links to RedIRIS have 1 Gb/s capacity. We installed electrical splitters in
the access links that redirect a copy of each packet to the measurement system. Clearly, packet-level
detection techniques are more accurate than their Netflow-based counterpart. However, this is at the
expense of a more expensive measurement infrastructure and larger computational cost. Note that this
is not an option for the whole Spanish academic network because the amount of data collected would
be humongous. To further assess the accuracy of the packet and flow based detection techniques,
we proactively sent ARP queries to all the UPNA hosts and we compared the ARP results with
those from packet-level and flow-level analysis. Then, we applied the lessons learned from the study
of UPNA measurements to a more extensive set of RedIRIS’ institutions and finally to the whole
RedIRIS network.

The proposed detection techniques can be applied to a wide range of power management policies,
as defined by the network manager. For example, a simple power management script may send an
email to those users whose machines have been detected as switched on during consecutive days, from
00:00 a.m. to 6:00 a.m., suggesting switching off their machines or using specific software to switch
them off at scheduled times (for instance, [6] and [7]). It will be shown that very significant power
savings can be achieved, which compensate for the extra effort of implementing such policies.

3.1 Assumptions and limitations

We assume that a host that is sending traffic after office hours is not active (it is not purposely running
some process) which may not be true. For example, a computer simulation may be running overnight
and we will tell that the computer is switched on. It is the network manager duty to judge whether
a detected switched-on host is in good standing. For instance, mail and web servers will be also
detected switched on, but the network manager can filter them out easily because their IP addresses
are typically known.

On the other hand, the proposed detection techniques are not compatible with Network Address
Translation (NAT) mechanisms. Should NAT be in use, our detection techniques would provide a lower
bound of estimated energy consumption, because some hosts would be “hidden” behind a single IP
address. Detection techniques to estimate the number of hosts behind a NAT [21] could be eventually
used in specific networks. In those techniques, the IP identifier (IPid) field in IP header is used to
identify packets belonging to different hosts even with the same source IP address. A host uses an
incremental counter to fill up the IPid for each packet in order to differentiate packets in reception in
case of fragmentation. The evolution of this counter is different for each host depending on the rate of
IP packets generated and the initial value of IPid. Therefore, this behavior can be used to differentiate
hosts hidden by the same NAT-IP address. However, note that such methodology not only requires to
capture any packet that traverses a given network but also the analysis of their headers. Such extra
load is not scalable for wide area networks.

In addition, note that by measuring in the access links of the RedIRIS’ institutions, a switched-on
host will be detected if and only if it generates traffic to the Internet, not only internal traffic. A few
simple experiments confirm that the majority of hosts generate traffic to the Internet. For example,
it was observed that most Linux and Windows machines periodically check for updates (both due to
operating system and software applications like anti-virus, Java, Office, among others). Besides, many
users tend to leave some applications running, such as Skype and email clients. Finally, also some
application protocols, such as Network Time Protocol, generate traffic periodically.

As a conclusion, it should be possible to detect a significant number of hosts even if measurements
are only performed in the access link. The results presented in this the paper confirm such hypothesis.

Finally, we faced two important challenges. First, hosts generating a small number of packets may
be left undetected because of the Netflow packet sampling (in this case, one out of 100 packets are
sampled). Second, firewalls may respond to externally originated connections on behalf of the internal
host, thus increasing the false positive ratio. The proposed detection techniques have been designed
to cope with these issues.

4 UPNA campus network

In this section, the detection of switched-on hosts in the UPNA campus area network is addressed.
To this end, we performed active probing inside the campus and passive monitoring at packet and
flow level in its access link to RedIRIS. For the sake of clarity, the following results correspond to the
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night (00:00-06:00 a.m.) of May 13, 2009, although we remark that equivalent results were obtained
over the months of May and June 2009.

4.1 Active probing techniques

Clearly, the best we can do to identify switched-on hosts is to send probe packets to each of the
IP addresses in the network range. An adequate choice of probe packets produces replies from the
targeted hosts.

Among the available probe packets, the ICMP Echo-based [22] are the most popular (Ping tool).
A central probing station sends ICMP Echo Request probes that should be replied with ICMP Echo
Reply packets from each switched-on host. This reply is generated by the operating system. However,
local software firewalls may block such replies. Typically, software firewalls block incoming traffic not
produced by the user, and sometimes the ICMP Echo Request probes are also dropped.

As an alternative, we may use specific applications that scan services running in a certain IP
range. Nmap [23] is an example of a network security and auditing tool that can check if a given host
is switched on by trying connections to typical TCP/UDP ports. However, the experimental results
are not good enough, again because of local software firewalls running on end-hosts.

Both ICMP Echo-based and Nmap-based approaches can be launched from any probing station
in the Internet with IP connectivity with the target network. However, in our case we can also probe
hosts at link level, the best option being the Address Resolution Protocol (ARP) request/response
packets. Nowadays, most LANs are Ethernet based and hosts are enforced to respond to ARP request
packets. In addition, it is worth remarking that switched-off hosts equipped with Wake-on-LAN
capability do not respond to such requests and that there is not any switch working as ARP-proxy
in UPNA. Thus, a probing station inside the LAN can use the ARPing tool [24] which provides this
probing functionality and it is not affected by the presence of local software firewalls in the end-host.
The experimental results provide a total number of 528 hosts responding to ARPing during the night
of May 13, 2009. During office hours, 1222 switched-on hosts were detected using ARPing tool. This
means that 43% of hosts were left switched on during that night. Such 528 hosts are switched on for
sure. The ICMP Echo-based approach identifies 476 switched-on hosts (90%) and the Nmap-based
approach only identifies 302 switched-on hosts (57%).

However, the ARP-based approach has severe drawbacks because the probing station must be
inside the target LAN and it is proactively injecting traffic. This is not a scalable solution for a wide
area network such as RedIRIS. Thus, the results provided by the ARP-based approach will only be
used as a reference to evaluate the following approaches which are aimed to provide a more scalable
and lower cost solution. Table 1 shows the results for the set of proposed methodologies to identify
switched-on hosts which will be explained in the following sections. Additionally, Figure 2 shows the
results as a receiver operating characteristic (ROC) space to facilitate the visual comparison.

In the subsequent analysis, the following metrics and their respective rates will be considered to
compare diverse approaches:

• true positives (TP): hosts that are detected switched on that agree with the ARP-based ap-
proach.

• true negatives (TN): hosts that are detected switched off that agree with the ARP-based ap-
proach.

• false positives (FP): hosts that are detected switched on that disagree with the ARP-based
approach.

• false negatives (FN): hosts that are detected switched off that disagree with the ARP-based
approach.

4.2 On the effect of firewalls

Passive monitoring at packet level in the Internet access link provides valuable information to detect
host activity. The most straightforward approach considers that a host that generates upstream traffic
is switched on. In fact, at a first glance, a given IP address can only generate packets if and only
if the corresponding host is switched on. However, the results presented in Table 1 as “Packet-level
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Table 1
Results for UPNA campus network

Technique TP TN FP FN

ARP-based approach (ref.) 528 694 – –

Packet-level upstream 486 500 194 42

Packet-level filter A and
259 685 9 269

Non-sampled Netflow filter A

Packet-level filter B 483 685 9 45

Non-sampled Netflow filter C 348 626 68 180

Sampled Netflow filter C 166 676 18 362
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upstream” serve to reject that assumption. In that row, all IP addresses that generate upstream
packets are considered as active. Surprisingly, the number of false positives is very significant.

The false positives are primarily due to a firewall, that is breaking the end-to-end Internet
paradigm. This is a stateful and transparent firewall that keeps track of the state of network connec-
tions going across [25]. In fact, incoming TCP connections from Internet are received and answered
by this firewall. The firewall completes the TCP three-way handshake, accepting connections for
target hosts that are not even reachable (in our case switched off). Packets generated by the firewall
keep the original internal IP address. Thus, the firewall-generated traffic cannot be distinguished
from the internal host generated traffic. This behavior is useful in order to protect the network from
external attacks (Denial of Service attacks, for example). Only the non-suspicious connections are
passed through the firewall to the internal host. Firewalls are present in almost all medium-large
size networks and the stateful behavior is typical, this clearly affects detection techniques based on
traffic monitoring. In our case study, the firewall acts over incoming TCP connections directed to
well-known ports (web, ssh, smtp, etc.) and not over the rest of connections. Therefore, the presence
of upstream traffic from a certain IP address does not necessarily imply that the host with that IP
address is active. Many of those incoming TCP connections are network attacks that try to scan
several IP addresses within the subnetwork. In this regard, the authors in [8] showed that the 16-bit-
address ranges of two universities were scanned in their entirety (2×65,534) in only a 27-hour trace
(20 minutes traces, four times a day, 20 days). In conclusion, the number of false positives (194 hosts,
37%) is not acceptable since each false positive may result in a notification to a user that actually
does not left any host switched on during nighttime. In this light, the following approaches aim at
reducing the false positive rate to avoid disturbing the users unnecessarily, albeit often this is at the
expense of increasing the number of false negatives.

To remove the firewall effect two different approaches are proposed. The first one (labeled I in
Figure 3) only considers flows initiated by one of the UPNA IP addresses. It ignores the rest of
connections (hosts that reply to externally initiated flows) due to the possible firewall supplantation.
Let us refer to this methodology as “campus sourced traffic detection methodology”. On the other
hand, the second approach (labeled II in Figure 3) tries to identify the firewall connections and rules
them out. The UPNA’s firewall replies can be detected because they follow the TCP three-way
handshake and the source port is well-known. Furthermore, the connection payload contains 0 bytes
of TCP data. Several other alternatives have also been considered, which take into account the number
of packets interchanged with certain TCP flags, with any possible source TCP port. However, they
provide worse performance in terms of TP and FP rates. The downside of this technique is that
it requires knowledge of the firewall behavior, which may be different depending on the model and
configuration. In what follows, this methodology is denoted by “firewall detection methodology”.

4.3 Packet-level techniques

First, the campus sourced traffic detection methodology will be applied to packet-level measurements
during the night under analysis. This approach is called “Packet-level filter A” and it requires to
keep track of packets belonging to flows with common source/destination IP addresses and ports. In
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this case, we consider the switched-on hosts are those with at least one UDP flow or TCP connection
originating from the internal network to the Internet. Particularly, in the case of TCP flows, it is
straightforward to control packets with SYN flag activated and determinate if the flow was indeed
begun by a local hosts. On the other hand, the UDP version of the method requires to keep track of
the active UDP flows in order to identify if a given packet is the first one of its flow and the institution’s
local IP ranges to determine its direction. Note that this methodology can also be performed with
flow-level monitoring information at a lower cost as discussed in the next section.

Figure 4 shows, as pseudocode, the implementation of this technique. The result consists of a
report that contains as a list the candidate hosts to be switched off at nighttime once removing the
IP addresses of the known servers. As stated before, the network manager could, for example, contact
users of such hosts by email suggesting turning off their machines or using specific software that
automatically switches off the computer at scheduled times.

Initializate switched on hosts list
Initializate active UDP flows list
Initializate local IP list
Initializate servers list
for each packet do
if protocol is TCP and only flag SYN is activated and IP source is in local IP list and
IP source is not in switched on hosts list then

add IP source in switched on hosts list
else if protocol is UDP and IP source is not in active UDP flows list and IP source is in
local IP list and IP source is not in switched on hosts list then
add IP source in switched on hosts list
update active UDP flows list

end if
end for
report list ← switched on hosts list not in servers list
return report list

Fig. 4. Packet-level filter A technique implementation

The results presented in Table 1 for “Packet-level filter A” show some 48% of true positives. This
indicates that there are a large number of switched-on hosts that only generate traffic in response to
externally initiated connections (for instance, ssh logons or database queries) that are not discovered
by this technique. It is worth noting that some of such externally initiated connections correspond
to scanning attacks. This finding constrains the applicability of the detection technique. Conversely,
this technique is advantageous because it can be applied to any network regardless of the possible
firewall operation. Additionally, it shows a low number of false positives (1.5%).

To increase the detection rate, the firewall detection methodology is applied. In this case, we
consider all hosts that generate traffic as switched on, either if it is internally or externally initiated.
We consider firewall supplantation and filter out those hosts that generate only TCP traffic, from
well-known ports, with 0 bytes total TCP data payload. The results are provided in Table 1, “Packet-
level filter B”, showing that 91.5% of switched-on hosts are detected correctly. The number of false
positives (1.5%) and false negatives (8.5%) shows a good trade-off between both ratios. Moreover, the
implementation of this technique is as simple as Figure 5 shows.

Note that the processing at packet-level could not scale for large networks. Consequently, flow-level
detection techniques are considered in the next section.

4.4 Flow-level techniques

In this section, the results of applying both proposed methodologies to Netflow records are shown. The
firewall detection methodology can be applied to sampled and non-sampled Netflow. On the contrary,
the campus sourced traffic detection methodology can only be applied to non-sampled Netflow records.
Note that it is not possible to determine which side initiated a connection in presence of sampling.
More specifically, if the first packet is not sampled, there are no means to identify which host initiated
the connection. In addition, note that the identification of hosts which initiated a connection can
be carried out using either non-sampled Netflow records or packet traces with no difference in the
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Initializate switched on hosts list
Initializate servers list
for each upstream packet do
if protocol is TCP and source port < 1024 and TCP data = 0 then

continue
else if IP source is not in switched on hosts list then
add IP source in switched on hosts list

end if
end for
report list ← switched on hosts list not in servers list
return report list

Fig. 5. Packet-level filter B technique implementation

results, as shown in Table 1 (“Non-sampled Netflow filter A”), but cutting the computational cost as
the analysis is done per flow and not per packet as Figure 6 shows.

Initializate switched on hosts list
Initializate local IP list
Initializate servers list
for each Netflow do
if IP source is in local IP list and IP source is not in switched on hosts list then
add IP source in switched on hosts list

end if
end for
report list ← switched on hosts list not in servers list
return report list

Fig. 6. Non-sampled Netflow filter A technique implementation

Regarding the “Firewall detection methodology”, we apply the filter B introduced in Section 4.3
with some modification to adapt it to the case of the Netflow records, both non-sampled and sampled
Netflow records:

In the non-sampled Netflow case, Netflow aggregates the total number of bytes (including head-
ers) of consecutive packets that share the same 5-tuple (IP addresses, ports, and protocol) for each
direction. Thus, it is not possible to identify if there are 0 bytes of TCP data as requested by fil-
ter B. We adapt the filter to one that uses an estimation of the mean packet size to identify TCP
flows without TCP data. It is difficult to make an accurate estimation of the packet size which is
required by the filter. Nevertheless, the average packet size, namely the ratio between the number of
bytes and packets, serves as an estimate. Considering that packet sizes also include the IP header,
the minimum TCP packet size is 40 bytes (20 bytes basic IP header + 20 bytes basic TCP header).
However, optional fields can be used at IP and TCP level, increasing the minimum packet size. Such
approximation may not be exact as the firewall response includes packets with different sizes due to
the TCP/IP headers, which may also vary in size. Therefore, we consider that a firewall response is a
flow with average packet size smaller than 65 bytes. Such threshold value has proven to be the best
trade-off between the true and false positive rates. The results are shown as “Non-sampled Netflow
filter C” in Table 1 and Figure 7 details its implementation. The number of hosts identified correctly
is 348, which is less than the packet-level technique. On the other hand, there are a number of false
positives that indicate that some firewall responses are being classified as traffic from a switched-on
host.

In the other case, sampled Netflow, Table 1 shows the results of using UPNA’s sampled Netflow
records at a 1:100 rate in label “Sampled Netflow filter C”. These results are useful to evaluate
the impact of the sampling process in filter C. We note that this is the typical sampling ratio of
the RedIRIS’ routers. Filter C is robust against packet sampling, because all packets in a firewall
response do not have payload and consequently, a firewall flow has a small average size value, regardless
of possible sampling. However, some non-firewall responses may be due to the random sampling
process that captures sizes lower than 65 bytes, even though the connection includes larger packets.
By comparing these results to previous sections, it becomes apparent that packet sampling has a
significant impact. It is worth noticing that the number of IP addresses detected (i.e., the number

9



Initializate switched on hosts list
Initializate local IP list
Initializate servers list
for each flow do
if protocol is TCP and source port < 1024 and average packet size bytes < 65 then
continue

else
if IP source is in local IP list then

IP local ← IP source
else

IP local ← IP destination
end if
if IP local is not in switched on hosts list then
add IP local in switched on hosts list

end if
end if

end for
report list ← switched on hosts list not in servers list
return report list

Fig. 7. Non-sampled and sampled Netflow filter C techniques implementation

of IP addresses for which at least one packet was sampled) was 275, this is roughly equal to half the
actual number of switched-on hosts (528). However, false positives, which represent the number of
unnecessary alerts, still remains within reasonable values. This implies that filter C is robust against
the firewall even though the sampling effect prevents us from detecting the whole set of switched-on
hosts.

Actually, some switched-on hosts generate such a small amount of packets that none of them are
sampled by the Netflow agent at the router. In order to mitigate such effect, a longer measurement
period is considered, therefore, the process to identify switched-on hosts should not be launched every
day but at longer period of time. Specifically, the entire month of June 2009 during the nights is
analyzed. We support the hypothesis that an important fraction of the hosts are left switched on
night after night, Figure 8 confirms this point. It shows as a histogram the number of days that
each of the hosts left switched on the first day of the measurement campaign (1 June 2009) remained
switched on during the entire month under study according to ARP-based approach. More than 50%
hosts were switched on during the 30 days of June, above 20% hosts were on between 2 and 4 weeks,
and only 10% were turned off in the first five days. In this light, we increase the chances of detection
of the hosts that usually remain switched on at nighttime by extending the measurement period.

Figure 9 shows the results of applying the firewall detection methodology in sampled Netflow
data to the entire month of June 2009. Bearing in mind the results of Figure 8, which showed that
typically switched-on hosts at nighttime remain on during the most of the 30 days under study, we
have considered that one host is switched on if at least one night it was detected as so. As shown, the
ratio of detected hosts increases monotonically as more days are added to the sample. Furthermore,
the number of false positives remains negligible during all the experiment. At the aggregation level of
one week, more than 50% of the total switched-on hosts were detected and about 4% of the detections
were false. More specifically, 360 hosts were correctly detected out of 674 hosts detected by ARP ping;
the number of false detections is only 10. By analyzing the entire month, we found that 70% hosts
can be detected with similar ratio of false detection. In this case, 660 hosts were correctly detected
(out of 943) and 22 were incorrectly identified as switched on. All this information could be stored
in a DDBB to facilitate its management, but note that it must be updated to detect changes on the
behavior of the users. That is, users that start to switch off their computers. We believe that an
interval in the range of one or some weeks is an appropriate period of time to warn users that their
computer remains on during nighttime.

5 Case Study: RedIRIS

The previous sections have presented different approaches for the detection of switched-on hosts for
a campus network. Such approaches include ARP probing, packet-level, and flow-level analysis, with
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Fig. 8. Number of days that the hosts switched on by 1 June 2009 remained on in the entire month of June 2009
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Fig. 9. True positives and false positives along with the ratio of detected hosts for one month worth of data
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and without packet sampling. For large network backbones such as RedIRIS, neither ARP probing
nor packet-level analysis are a choice. First, ARP probing requires link level accessibility, however,
RedIRIS, as happens in most large networks, does not have access to any of the internal routers of
its institutions. Second, the required computational and storage capacity makes packet-level analysis
unfeasible. Similarly, the router load increases if non-sampled Netflow is in use, and routing may
be compromised. Consequently, the most cost-effective technique for RedIRIS is sampled Netflow.
Actually, RedIRIS’ routers are configured with a Netflow sampling rate of 1:100, for many years. This
is less demanding in terms of computational load and infrastructure requirements but it is also less
accurate.

In this section, we extend our findings to the whole academic network, with the final aim to
estimate the total number of switched-on hosts in RedIRIS. So far, we have focused on a single
university (UPNA) network and have found that the application of the firewall detection methodology
to sampled Netflow provides a lower bound to the number of switched-on hosts. As will be shown, such
lower bound represents a remarkable number of hosts which motivates the application of this technique
to the whole country-wide academic network. First, we extend the results to a set of similar campus
networks, in order to assess the accuracy. Then, the analysis for the whole RedIRIS is presented.

5.1 Lower bound to the number of switched-on hosts in an extensive set
of campus networks

In order to compare a homogeneous set of networks, 9 universities have been carefully selected out of
the total set of RedIRIS institutions, which share NAT, Proxies, and P2P policies. Such homogeneity
is important because, for instance, the use of NAT could artificially reduce the number of IP addresses
that access the Internet and the estimated number of switched-on hosts. Similarly, limitations to the
use of P2P applications can discourage users from using their computers. All the selected centers make
negligible use of NAT and proxies, if any, and they do not impose restrictions to P2P applications.
The networks’ population sizes ranges from 8000 up to 50,000 users.

We focus on the space and time diversity [26] of the number of switched-on hosts. More specifically,
we analyze whether the number of switched-on host candidates overnight is large enough to motivate
the implementation of any energy saving technique. Accordingly, we show the detected switched-on
hosts in absolute and relative figures over the total number of switched-on hosts during daytime. In
addition, we show the results for a week worth of data to assess if the estimations remain stable
over time. We have applied the firewall detection methodology (Section 4.4) to the set of 9 campus
networks during June 2009.

We note that RedIRIS provided us with sampled Netflow records and the results of the firewall
detection methodology were only validated in the UPNA campus network. However, it does not
render the analysis useless as: (i) the number of IP addresses detected in UPNA using sampled
Netflow records was lower than the actual number of switched-on hosts, during all the measurement
campaign; this suggests that the impact of sampling is more important than the firewall effect. The
detection percentage for switched-on hosts was 52% with sampling and 91% with filter of firewall
effect (filter B). (ii) In case other firewalls do not respond to certain external connections, we would
filter more IP addresses that we should. Consequently, it becomes evident that the firewall detection
methodology gives a lower bound to the actual number of switched-on hosts.

In this light, Figure 10 shows the estimated number of switched-on hosts during the first week of
June 2009 at nighttime (from 0:00 a.m. to 6:00 a.m.) and also during the same period at daytime
(from 12:00 p.m. to 6:00 p.m.) for the set of campus networks (labeled as U1 . . .U9). The dashed-line
represents the ratio between such two values. As shown, such ratio ranges from 10% to 37% from
Monday through Friday in all networks under study and it is even larger during the weekend. In
absolute terms, it involves about 10,000 switched-on hosts in the set of institutions under analysis
per day. This result shows that the number of hosts that are switched on at night is significant and
reinforces the interest of this work.

Additionally, this last figure also shows how the human-activity dynamics [27] arises. Essentially,
weekdays show similar behavior between them with a stable night/day ratio. However, during the
weekend the number of switched-on hosts in the mornings dips to such an extent that overlaps with
the number of switched-on hosts at nights. Such behavior was found during all the measurement
campaign, but, for the sake of brevity, only a week worth of data is presented.
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Fig. 10. Number of unique IP addresses marked as switched-on hosts at daytime, nighttime, and ratio for a set of 9
campus networks for a week

5.2 Switched-on hosts at nights in whole RedIRIS network

The previous sections have shown the analysis of a specific campus network (UPNA) and its extension
to a set of similar networks. This section takes one step further and extends the study to the whole
RedIRIS network. Recall that RedIRIS includes more than 350 institutions with more than 1,000,000
users. In this case, the analysis of the switched-on hosts during the nighttime has a special interest
since the potential energy savings are even more significant.

Figure 11 shows the number of switched-on hosts in RedIRIS network for the first week of June
2009 according to the firewall detection methodology with sampled Netflow records. As can be seen,
the number of candidate hosts to be switched off is larger than 40,000. This includes more than a
quarter of the total number of IP addresses with activity in RedIRIS network, roughly 150,000 hosts.
It is worth noting that a small fraction of the RedIRIS’ institutions use NAT. For such institutions,
the use of NAT results in a reduction of the estimated number of switched-on hosts. Therefore it
makes the estimation of the number of switched-on hosts even more conservative.

The power consumption of a host can vary substantially from one host to another and for the same
host depending on the power saving options in use [5]. As a conservative estimate, assuming that
most hosts have advanced power saving options enabled and use a 10 W power consumption per host,
we would obtain 400 kW for the 40,000 hosts. If the hosts are unnecessarily on for 12 hours a day,
that would mean a consumption of 4800 kWh per day. This would correspond to 1752 MWh per year
with an estimated cost of over 250k Euros per year (assuming 0.15 Euros per kWh) and emissions of
over 1000 tons of CO2 (using the average CO2 emissions per kWh in [28]).

As mentioned before, this is a conservative estimate; let us consider the typical nighttime energy
consumption of 200 kWh reported in [5] per host per year when the host is on at nights and spends
most time in low power mode. The number of hosts left on at nights is approximately equal to 40,000,
therefore, we obtain some 8000 MWh as a result, with a cost of 1.2 million Euros per year and CO2

emissions of more than 4666 tons.
To put these figures in perspective, the number of households that would consume the same amount

of energy is estimated. Assuming an average consumption of around 4000 kWh per household [29],
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Fig. 11. Number of unique IP addresses marked as switched-on hosts in RedIRIS

the energy wasted would be equivalent to more than 400 households for the conservative estimate.
This is a substantial amount of energy and money that is currently wasted by universities and could
be easily saved.

6 Conclusions

In this paper, we have proposed and analyzed several switched-on host detection techniques for energy
efficiency in large scale networks based on network monitoring. Such techniques have been presented
in a top-down approach from those that require some local accessibility (ARP-based) or relative high
computational burden (packet inspection) to less-resource demanding techniques as Netflow. More
specifically, the ARP-based solution would need a computer per network segment, or, if possible, a
computer connected to each network segment. Packet-level solutions would require a computer per
access network. This computer should have enough computational power to analyze all the packets
traversing the network. Non-sampled Netflow solutions would also require a computer per network,
but with less computational power, given that dealing with flows reduces the number of analysis.
Finally, the less costly solution would be the sampled Netflow, which is provided by most already
deployed routers. However, this reduced investment and complexity is at the expense of precision
(Figure 2). Non-sampled Netflow technique based on traffic direction is a more general approach but
its performance can be clearly improved by techniques based on the detection of the firewall responses.
Finally, sampled Netflow have turned out to be a good compromise between cost (often negligible) and
accuracy. Moreover, extending the measurement campaign duration improves the precision notably.
In this light, Figure 12 shows graphically all these techniques according to their cost and general
accuracy.

In addition, we have shown that the number of switched-on hosts during nights is a shared charac-
teristic of an extensive set of networks during a representative period of time. Given the large number
of switched-on hosts detected and the evident benefits of saving energy, the proposed techniques could
be useful not only in academic networks, but also in corporate networks that are geographically dis-
perse such as for example, banking networks. However, the limitations discussed in Section 3.1 should
be taken into account to ensure applicability.

In conclusion, we have provided a number of detection techniques for switched-on hosts that apply
to a wide variety of network setups, according to the resources and monitoring equipment available.
Specifically, in the case of Netflow, we have shown that the energy bill and pollution of a large scale
network can be easily reduced with a marginal extra expenditure.
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