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Abstract

In Optical Burst-Switched (aka, OBS) networks, the limitation of opticafdsirig devices make it impractical
to deploy conventional delay-based differentiation algorithms such &seAQueue Management, Weighted Fair
Queuing, etc. Furthermore, since only the delay that appears due tardteabsembly process constitutes a variable
quantity (all the other sources of delay are mostly fixed), it is then redderto make use of the burst-assembly
algorithm to provide class-based delay differentiation.

The aim of the following study is two-fold: first it defines an average mf$g delay metric, which represents
the assembly delay experienced by a random arrival at the busshbls of an edge OBS node; and secondly, this
metric is used to define and configure a two-class burst-assembly pdlich wives preference to high-priority traffic
over low-priority packet arrivals.

The results show that, (1) tuning the parameters of the two-class assalgbiithm, the two classes of traffic
exhibit different burst-assembly delay; and, (2) such parametersbe adjusted to provide a given differentiation
ratio in the light of the proportional QoS differentiation approach progdaethe literature. A detailed analysis of
the two-class assembly algorithm is given, along with an exhaustive spefiments and numerical examples that
validate the equations derived.

Index Terms

Optical Burst Switching; size-based burst assembly algorithm; ageaagembly delay; proportional delay-based

service differentiation.

I. INTRODUCTION AND MOTIVATION

Dense Wavelength Division Multiplexing (DWDM) has boosted amount of available raw bandwidth provided
in core networks, since multiple wavelengths, each in tlieioof Gigabits/sec, can be used for the transmission
of data traffic over the same optical fibre [1]. In this lightetresearch community has proposed the Optical Burst
Switching (OBS) paradigm as a cost-effective approach Herrhaximum utilisation of such raw bandwidth at a
moderate computational cost [2], [3], [4], [5].

In OBS networks, packets are assembled into large-sizeabfitiirsts at the ingress nodes of the optical network.
Once a data burst is completed, its Burst Control Packet GfP)HBs generated and transmitted. The role of the BCP
is to advertise each intermediate node of the imminent datst larrival, and reserve resources for its allocation and
switching at each node in the source-destination path,temats to reduce burst contention [2]. The time difference
between the BCP and its associated data burst is known &t tiffee, and must be an amount of time enough
to allow O/E/O conversion and processing at each internediade. After all intermediate nodes are configured
properly, the data burst is transmitted all optically, tisu$fering only propagation delay.

In this light, packets traversing an OBS network suffer twaimtypes of delay: burst-assembly delay and offset
delay, since propagation delay is almost negligible cormbao the other two. The former comprises the time that
packets spend until the optical burst is completed, andpie@jly governed by the burst-assembly policy set by the
network administrator. On the other hand, the offset detatypically fixed by the network topology and is rarely

modified.
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Hence, the variability of packet delay in OBS networks ismhadue to the burst-assembly algorithm employed
at the ingress nodes, since all the other sources of delayarstant. The research community has proposed
several burst-assembly algorithms, mainly focusing oheeitimiting the burst-release time (see the timer-based
algorithms [6]), or sizing the outgoing burst to a fixed va{see [7]), or a combination of both [8], [9]. The reader
is referred to [10] for a detailed analysis of the burst-agdg delay suffered by each packet in a burst under any
of the above burst-assembly policies.

As shown in [10], the delay of each packet is typically defeed by its relative position within the burst, that
is, if a packet arrives when a burst is almost completed, fiesiless delay than if it arrives when the burst is
still empty. This characteristic of OBS networks can be eitptl to provide Quality of Service to applications and
services, a key aspect in the engineering of the Next Geaeraf Internet.

In the light of this, the Proportional Differentiation apach proposed in [11] brings a simple but powerful
mechanism that ensures QoS differentiation (not absolu& Quarantees) between different types of traffic.
Essentially, different applications and services aresdliegl into classes of traffic, which are proportionally bigted
or prejudiced against other classes according to someanstpically loss or delay.

The research community has pointed out that the mechanismpibged for QoS differentiation in OBS must be
different to those employed in conventional IP networks] ared to be designed carefully. The reason for this is
that most of the existing techniques to implement QoS in IRens, say Active Queue Management, Weighted Fair
Queuing, etc [12], [13], [14] rely on the use of buffering tmyide different treatment to different traffic classes
or flows. However, in OBS, optical buffering is much more lied and costly than in the electronic domain, and
Quality of Service has to be implemented without their help.

Concerning QoS differentiation in OBS networks, most of thechanisms presented in the literature focus on
the blocking probability observed by different classesraffic as they traverse the network. For example, as shown
in [15], [16], the offset time can be used to reduce the blogkirobability for high-priority classes, an approach
which is further extended and formalised in [17] with thessldsolation theorem. A slightly different approach
is proposed in [18] at which all incoming bursts within a givéme window are grouped up first, then sorted
based on priority, and finally scheduled following such agement. However, this mechanism requires the use of
extra offset, which substantially increases the end-tb-dglay suffered by packets in the burst. This may not be
acceptable for real-time applications. Alternative medsims based on higher-priority bursts overriding previous
low-priority reservations either partially (segmentai@r totally (preemption) have also been proposed to reduce
the blocking probability of high-priority traffic [19], [J0

However, little attention has been paid to providing ddiaged service differentiation which is key for certain
applications such as online gaming, telephony over IP,oddeferencing, etc. In fact, some of those applications
can tolerate some level of packet loss and, therefore, argjuarantee of blocking probability is less important.
In this light, since the majority of delay is due to the burssembly process and the offset time, and the latter
is typically set by the network topology and cannot be modifidtne only possible way to address delay-based

class differentiation is to make use of the burst assemhdgqss. Furthermore, the offset delay can be totally or
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partially removed just by sending the BCP packet with amestié of the final burst size and expected release time,
even before the data burst is actually completed (see [22]).[To the best of the authors’ knowledge, only [10]
proposes a mechanism to bound the maximum burst assembly elgberienced by packets that belong to different
traffic classes. Although the maximum assembly delay is alguoetric to define delay differentiation between
different classes of traffic, it poses one main problem: Thétric says nothing about the actual delay experienced
by packets in each class. In this light, it may well happen ldwa-priority packets experience less delay, on average,
that high-priority packets although the latter satisfies@arestrictive maximum delay bound. Thus, in practice, it
is more interesting to define QoS mechanims based on “avelelggs” rather than “maximum delays” experienced
by packets, since this gives a more realistic view of theaalelay experienced by the packets of the same class.
The contribution of this paper is thus two-fold: First, itsdeibes the concept @iverage assembly delay observed

by packets in a burst; and secondly, it uses this metric tméefitwo-class burst-assembly algorithm that provides
proportional QoS delay differentiation. This algorithmnsathematically analysed in detail, and further validated

with simulation experiments and numerical examples.

Il. ANALYSIS OF AVERAGE BURSFASSEMBLY DELAY

This section addresses the concept of “average burst-bBfseatalay” and its mathematical formulation and
analysis. Clearly, the assembly delay experienced by thkeps depends on their relative position within the burst.
That is, under a size-based burst assembly policy, the faskgi in a maximum ofV must wait for N — 1
subsequent arrivals, which is very likely to be much largentthe assembly delay experienced by the last packets
in the burst. However, it is also possible that the first pagke, say for instancej-packet burst suffers less delay
than the second packet in another (differef)acket burst since it happened that the four subsequeketzain
the first burst arrived closer in time, whereas in the secamdtbthe three subsequent packets did not arrive so
close together and took longer. For this reason, it is isterg to obtain an “average burst-assembly delay” metric
that takes into account all these situations, and provideeasure of the assembly delay that packets experience

on average in a sized-based burst-assembly policy.

A. Notation and preliminaries

Let packet arrivals be assumed to follow a Poissonian psoaeshe OBS burst-assembler, as it is the case for
highly-multiplexed core Internet traffic [23]. For notatigpurposes, we shall assume that the first packet arrives at
time ¢t; = 0, the second packet arrives at time= x1, the third packet arrives at timg = x; + x5, and so forth.
Clearly, the random variables, denote the inter-arrival times between thth and thei + 1-th packets, as shown
in figure 1. Thex, values are assumed to be exponentially distributed withxat 1/E(X) (Poisson assumption).

Therefore, thei-th packet in a total of: + 1 arrivals suffers a burst-assembly delay giventby= >"7_. z;.

The last packet in the burst (packet number 1) suffers no burst-assembly, since no subsequent datatpaaiee

expected.
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Fig. 1. Notation

Let z,+1 denote the average burst-assembly delay suffered by theefsain a burst of: 4+ 1 packets, that is,

the burst-assembly delay that a packet would suffer if isfeandomly in such burst. This value is given by:

Znt1 n+1[($1+...+xn)+(:c2+...+acn)
1 .

The following studies the probability density function (PDof the random variable, 1, thatis, f. ., (t), t > 0.

B. Probability density function of z, 1

To obtain the PDF of,, 1, it is first worth noticing that the random variablg/(n+1))x; ~ exp(A(n+1)/j).

Thus, the average burst-assembly delay is just the sum ekponentially distributed random variables, with

decreasing parameteY(n + 1)/4, with j = 1,...,n. The easiest way to proceed makes use of the moment

generating function.
Recall that the moment generating function of an expongniilistributed random variable with parameteid
is M,(s) = (1—s/6)~L. Hence, the moment generating functionzqf ; is the product of the moment generating

function of each component in the sum given by eq. 1, due tarithependence of the; random variables, i.e.:

n

1

Mzn+1 (S) = (2)

j=1 1 _j(njl)k

which can be decomposed into partial fractions:

M, (s) = Z 1_7]5 (3)
j=1 J (n+1)X
whereby theA; coefficients must be thus computed. By inspection, it canHueve that theA; coefficients take

the following values:

v (L, 0-9)

for j =1,...,n. Accordingly, eq. 3 can be tranformed back to:
- A(n+1) _am+y
fz'7L+1(t) = ZAJQ@ 5t (5)
i=1 J
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forn=1,2,....

The mean and variance arise easily from:

1 1 & n
]E(ZnJrl) =E (’I’L 1 Zkl’k) = m k]E((L’k) = ﬁ (6)
k=1 k=1
1 < 1 < n(2n+1)
V — V - 2V _ e ) 7
ar(zp+1) ar (n 1 2 kxk> nt1)? kZ::l k*Var(xy,) 6(n 1 D)A2 @)

sinceE(zy,) = 1 and Vakz;) = 5.

C. Validation

In this first experiment, we have simulated the generatiooptital bursts with a maximum d¥max € {2, 4, 6, 8}

packets in each burst, assuming the arrival rate ef 8 packets/sec. We have further evaluated the PDFsfor

z4, z¢ and zg analitically, following the equations derived in the seatiabove, and plotted them together with the

histograms of the assembly delay of randomly chosen padidtined via simulation (see figure 2). As shown,

both the theoretical PDF given by eq. 5 and the simulatedageeburst-assembly values perfectly match.

Interestingly, as the number of packets in a burst incredbesaverage burst-assembly delay also increases.

n=2 n=4
10 10
\ —+— Theor. —+— Theor.
] Sim. ] Sim.
8 \ 8
= 6 = 6
N 4 N 4
2 2
0 0 e
0 0.5 1 0 0.5 1
t t
n=6 n=8
10 10
—+— Theor. —+— Theor.
] Sim. ] Sim.
8 8
= 6 = 6
N 4 N 4
2 2
0 -+ (0 +
0 0.5 1 0 0.5 1

Fig. 2. Probability distribution ofq (top-left), z4 (top-right), z¢ (bottom-left), zg (bottom-right).
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As shown, for bursts with only two packets in it, the first paickexperiences a burst delay of ~ exp(}),
whereas the second (and last) packet experiences zero Tklas/the average-burst assembly delay is exponentially
distributed with rate\/2 (fig. 2 top-left). When the maximum number of packets per binsteases, the average
burst-assembly delay also increases and becomes morblgaga shown in the remaining plots of fig. 2. Essentially,
the average delay mean and variance observed by randomtpatikeburst increases with the number of packets
in each burst (eq. 6 and 7).

The next section shows how to apply these results to defineoechss size-based burst-assembly strategy to

provide delay-based service differentiation betweeredtfit QoS classes of traffic.

I11. ANALYSIS OF BURSTS WITH TWO SERVICE CLASSES

The above has introduced the random variahle; which constitutes a measure of the “average assembly delay”
experienced by packets arriving randomly at a given edge O&f that employs a size-based assembly policy
with n + 1 packets per burst. Essentialy, .1 considers the assembly delay contribution of all packetaénburst
and computes an average of such values. Clearly, the firgalasuffers much more delay than the last arrival, but
since packets arrive randomly at the burst assembler, gives a measure of the average assembly delay.

As shown in eq. 6, the expectation of such average delay gliagarly with the number of packets in a burst
n + 1. Therefore, the policy of generating large-size data bumthough it tends to maximise the utilisation of
the raw bandwidth available by the DWDM physical layer, it magult harmful to certain applications due to the
excessive burst-assembly delay of the first arriving pacKetthis light, it is challenging to find a burst-assembly
policy that trades off such two aspects: link utilisatiordatelay. In other words, it is key to define a mechanism
that maximises the size of transmitted data bursts, buteaséme time is somehow friendly with delay-sensitive
applications.

In today’s Internet, the majority of applications belongsthe so-callectlastic applications, which means that
they tolerate large delays (but not excessive). Exampldade: web-browsing, emailing, file sharing, etc. However,
the Internet also carries a small amount of traffic that bgdoto real-time applications, which are delay-sensitive
and whose performance is highly degraded if the end-to-etalydexceeds a certain value. Examples of these are:
multimedia streaming, online gaming or Internet telephdnythis light, if the burst assembler is configured to
output small data bursts, although the delay constraingghi-priority traffic is met, the amount of processing and
O/E/O conversions per unit of data increases, thus leadingall utilisation levels of the OBS network. This
problem is particularly harmful if high-priority traffic ewtitutes only a small portion of the total traffic (which
is true most of the times), since it may well happen that atbassembler generates a small-size data burst on
attempts to reduce assembly delay, but none of the actualpdatkets in it are of high priority.

To solve this problem, a two-class size-bagéd, N,) burst-assembly policy can be defined, with two size
thresholds proposedy; and N;,. The former controls the maximum number of packets in thethagsembled after
a low-priority packet has arrived, whereas the latter rags the maximum number of packets in the burst after

a high-priority arrival. For example, le¥; = 10 and N, = 4, and let the first packet arrival be of low priority.
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Such low-priority arrival sets the maximum number of sulbssr arrivals toNmax = N; = 10 packets. Hence, if
no high-priority packets arrive within the subsequédtpackets, the final burst size would B&,s;= 11 packets.
However, if the second arrival is of high-priority, this sgahe maximum burst size t&/.x = 4, leading to a
final burst size of N5t = 2 + 4 = 6 packets. Therefore, the total number of packets in a buvaiya satisfies
Npurst = min(N; 4+ 1, hy + Ny ) whereh, denotes the position of the first high-priority packet ativ

With this policy, high-priority packets are benefited agaifow-priority packets since they have the right to
shorten the final burst size on attempts to reduce their ¢gpgexverage assembly delay. Indeed, on average, high-
priority packets occupy the latest positions in the burdtic are the ones that exhibit less burst-assembly delay.
On the contrary, low-priority packets are stored in the ferrpositions of a burst, thus suffering more assembly
delay than high-priority packets. The following analyshe eaiverage assembly delay, as defined in the previous
section, experienced by high- and low-priority packet$ofging such policy.

Again, packet arrivals shall be assumed to follow a Poissofiasis with rate\. The valuep, denotes the
probability of a packet to be of high-priority (thus— p;, is the probability of low-priority packet). According to
this, high-priority traffic arrives following a Poisson mess with rate\p, and low-priority traffic follows a Poisson

process with rate\(1 — pp,).

A. Preliminaries

Let B, ,, denote a burst generated following the two-cl&d%, N;,) burst-assembly policy, withV;, + 1 <n <
N;+1 packets (high-priority and low-priority packets), ahel ¢ < N, +1 packets of high priority in it (see Fig. 3).
Also, leth; < N;+1 denote the position at which the first packet of high-prjodtcurs, and lek = n—h; < Ny,
denote the number of packets (high-priority and low-ptjopackets) arriving after the first high-priority packet in
the burst. Thush; —1 = n— k — 1 denotes the number of low-priority arrivals before the fivigth-priority packet.
The value off will be very helpful in the analysis of key metrics of burstdléwing this assembly strategy, say:

burst size and average delay.

—| N

|
TR
HE -
T
|

1| h1 i

n-k-1 packets ’ k packets
< » <+ >

n packets

Fig. 3. Notation for a typical bursB; ,,

To do so, the first quantity required (B, ,,), that is, the probability to have a burst withpackets and packets
of high-priority in it. Fig. 4 shows the region of integratiof B; ,, which gives all the possible values over which the
random variable; ,, is defined, namely = {(n,i) € ZxZ, Np+1<n<N+1, 1<i<N+1}U(N;+1,0)

(see figure 4).

April 24, 2007 DRAFT



O©CO~NOOOTA~AWNPE

111

Nh+1 NI+1 n

Fig. 4. Region of integration foB; ,,

Clearly, the main features of the final bu#st,, depend on the position of the first high-priority packet which

determines its size and has a clear impact on the number of high-priority pachstsing after it, i.e.P(h):
Py =my = 77 Hm=0 ®)
(1 —pp)™tpy, fm=1,...,N+1

which accounts for the probability to hawe — 1 low-priority packet arrivals and packét is of high-priority. The
value P(h; = 0) refers to the case of bursts with no high-priority packet#:iBy n,+1.

In order deriveP(B,; ,), that is, the probability for the burst assembler to outfat burstB; ,,, we consider
the conditional probabilitie®(B; ,,|h1). To do so, we must take into account the following three céses fig. 5)

separately:

i Early\/ Arrival
N\
\ .
Late Arrival
Nh+1 o /
S No High
Priority
1 / Packets
1 )3 >

Nh+1 NI+1 n

Fig. 5. Region of integration foB; ,, (separated by cases)

e Case 1 (1 < hy < Ny +1— Np): The burst containg < N; + 1 packets in it. In this case, the number of
packets after the first high-priority arrival Is = Nj,. In what follows, we shall refer to this case early
arrival of hy, since the first high-priority packét; forces the data burst not to reach the maximum possible

size defined by the burst assembly policy, thatVis+ 1, packets. In this case,

N i— n—(i—
Pl = (M) e, ©
0<t1—1<Np, n=h+Ny, 1<hi <N +1-N,

and zero otherwise.
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EAY)

e Case 2 (V; +1— Np, < hy < N; + 1) The burst contaings = N; + 1 packets in it. In this cases =
N;+1— h; < Ny, that is, the number of maximum possible high-priority petclrrivals depends on the
position of the first high-priorityh,. This case shall be denoted late arrival of hy, sinceh; exceeds or is

equal toN; + 1 — Ny, and the burst size is the maximum possible. In this case:

N +1—hy\ ,
P(Binlhy) = ( e 1>P2‘1<1 — )V,
i—
0<t—1<N+1—hy, n=N+1, N +1-N, <h; <N +1 (10)
and zero otherwise.
o Case 3 (hy = 0): In this case, the burst contains= N; + 1 packets, and all of them are of low priority. This

case shall be denoted as arrival of h; and follows:

P(B;n

hl)zl Z:O, n:Nl—|—1, h1=0

and zero otherwise.

Now, we simply consider thaP(B; ,,) = Zﬁgl P(B; n|lh1 = j)P(hy = j) and we obtain:
(1 —pp)NH, ifi=0, n=N+1
P(Bin) =1 (M)ph(1—pp)", fO<i<N,+1, n<N+1 (12)
SN, (T (= p) VL 0 < S Ny n= N1

and zero otherwise.

B. Analysis of average burst size

The average burst size is a key metric of every burst asseatpdyithm, since it is highly related to important
metrics of the global performance behaviour of the OBS netwas noted in the introduction section.
To this end, let. denote the random variable which represents the lengthzer(si packets) of the data burst,

and letP(L = n) refer to the probability to have a burst withpackets in it. Then,

Np—1
P(L=n)= Y P(Bin) (12)
=0
and
N;+1
E(L)= > nP(L=n) (13)
n=Np+1

Also, it is interesting to analyse the number of high- and-fmwerity packets in a burst. Following this, |ét?
and L"? denote the number of high- and low-priority packets respelgtin a given burst. The probability to have

i packets of high-priority in a burst must consider all polesiturstsB; ,, regardless of its actual size Thus:
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P(Bony41), i=0
ppiw =iy = { FPor) (14)
> P(Bin), 0<i<Ny+1

Similarly, the probability to have packets of low-priority in a burst is given by:

P(Bo.n,+1), =N +1
P(Llp _ j) _ ( 0,N, +1) J l (15)
Zn P(Bn—j,n)a 0<ji< N +1
Finally, the average number of high- and low-priority paski& a burst are given by:
Np+1
E(L") = > iP(L" =) (16)
1=1
N;+1
E(L") = ) jPIL?=)) (17)
j=1

which just weights the number of high- and low-priority patkin each burst times the probability to have such

burst.

C. Analysis of average delay

This section analyses the delay experienced by the highlcangriority packets in a burst assembled following
the two-class burst-assembly strategy. To do SOD%?” denote the random variable which represents the delay
experienced by the high-priority packets in the bBst,. And, IetDprm denote the same metric, but for low-priority
packets.

Additionally, letx;, I = 1,...,n denote the interarrival time between thth packet and thé+ 1-th packet, and
that all 2; are exponentially distributed with rate= ﬁ.

The goal is to derive the average delay experienced by higthl@v-priority packets in a given burdt; ,, with
its first high-priority packet located at positidn. Then, this value must be weighted with the probability oflsu
packet to occur in that particular burst.

First of all, it is straightforward to derive the averageajekexperienced by the low- and high-priority packets

for a burst with no high-priority packets in it, that iBy n,+1:

h
Bonsn = O (18)
D' = L %lw (19)
Bo,Nnj+1 Nl 1 L l
if hy =0.
with mean values, conditional thy:
E(D,’ggNl+l\h1 =0) = 0 (20)
N,
l l
E(D,;’O:Nm\hl =0) = o (21)
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1z

Obviously, the delay for low-priority packets in this casethie same as the average delay of a burst With- 1
packets described in the previous sectiog,+1.

Let us consider a burds; ,, generated by the two-class burst-assembly algorithm whistenigh-priority packet
is located at positiorh;, and let us first concentrate on the analysis of the averatgy @xperienced by the

high-priority packets. CIearIyD%f‘n must take into account two components (see fig. 6):

index | —» h1 h1+1 h1+2 h1+k-1 h1+k

X X X
h1 h1+1 ~— h1+k-1
~ AN e 1 4
X

k packets

Fig. 6. Analysis of delay for high-priority packets

« The first packet (high-priority), which arrives at positibn, suffers a total delay of = n — h; exponentially

distributed interarrivals:

hi1+k—1

> w

l:h1
« The subsequent— 1 high-priority packets are located randomly in the follogiik positions and observe an

average delay of:

hi+k—1

1

l=h1+1
each of them. This makes use of the definition of average daflay packet in burst ok packets, which is

exactly what the high-priority packets observe in the latepositions of the burst.

Thus, the random variabl@%f,", which represents the average delay observed by ttigh-priority packets, is

the weighted sum of the two components:

hp  _
DBi,n -

SN

hi+k—1 1 hi+k—1
( Y om+G-1p Y (l—hl)xl> 22)

l=hy l=h1+1
where the terrr% weights the result over the total number of high-priorityclets: and0 < hy < N; + 1.

It is easy to compute its mean value given the linear progeui the expectation operator:

| [kt | kot
hp _ .
E(DBi,n‘hl) = 3 < Z E(l‘l) + (’L - 1)% Z (l - hl)E(Il)>
l=h, l=h1+1
1k . E—1
= (G @3
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10

sinceE(z;) = 1/A. It is also worth remarking tha :Zf;ll z) = @

The above holds for both the cases of early arrival and lateadiof /1, with 0 < h; < N; + 1. In the case of
early arrival, the value ok = N, whereas in the case of late arrival= N; + 1 — h;.

For the analysis Ong’:,n with h; > 0, again, the total contribution to delay by the low-prioripackets is

analysed separately with the following two cases (see fig. 7)

index| —» 1 2 3 h1-1 h1 h1+1 h1+2 h1+k-1 h1+k
I X l % I X4 = X I X1 I - thm
~ AN [+ TR 1 -~ AN| e 1 v
e 4
h1 packets k packets

Fig. 7. Analysis of delay for low-priority packets

« The first packets untih; are of low priority and contribute with delay:

hi1—1 hi+k—1
le’l+(h1—1) Z Xy
=1 l=hy

« The subsequent =k — (i — 1) low-priority packets arriving afteh; contribute, on average, with:

hi1+k—1

% > (= hy)x

I=hy+1
each of them, as explained in the section above.

The sum of the two cases above yields:

1 h1—1 hi+k—1
lp _ _
DBi,n = OSSR (Z ley+ (hh — 1) Z T +

=1 l=hy
1 hi+k—1
+ (b= =1)g Y (- mm) (24)
l=h1+1
Clearly, the valugh; — 1)+ (k— (i — 1)) = n—i sincek = n — hy. Again, using the properties of the expectation
operator:
1 hi k k-1
lp = — oL R (-1 —=
B0, ) = —— (0a -1 (5543 ) + - G- @5)

if 0<hy <N+ 1.
Again, the above holds for both the cases of early arrival latelarrival ofh;. In the case of early arrival, the

value of k = N, whereas in the case of late arrival= N; + 1 — h;.
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Now, to obtain a measure of the average delay of high- andpldarity packets, the next step is to weight the
delay results obtained for every possible burst times toeatrility of a packet to to actually appear in such burst.

For high-priority packets, this is:

Np+1 N, +1 N;+1—h h .
hp _ Z h Zn Nh+1 m\hl n—Np, ZP( zn) + Z ' —Np, 27, l1 ' DBZ:_’NIH\hlZP(Bi,NHrlvhl)
Ni,N, - Np+1 N+1 N;+1—h
(N1 8) S S i1 iP(Bin) + 0N, SN P(By 1, )
Np+1 N; NL+1 N;+1—hy
_ hp .
S LC 103D DR RTINS SIS S MR CATR)
1=1 n=Np+1 h1=N;—Np =1
(26)

since the value in the denominator is equal to the averagebeuof high-priority packet&(L"?). Following the

same reasoning for the low-priority packets:

Np+1 N,
D& nny = Llp (Z > D m|h1 o, (n =) P(Bj )+
i=1 n=Np+1
Ni+1 N;+1—hy
+ Z > D B riatin Vi 1= ) P(Bina, h) + + D% i (N + 1)P(BO,NL+1)>
h1=N;—Np, i=1

(27)

These give a measure of the average delay per packet of highloa-priority packets in a burst.

The equations derived above for the average delay of highlam-priority packets take into account all possible
cases of bursts and are difficult to handle in practice. THeviing sections provide a number of approximations to
such equations that are very close to real values in cert&inasios. Their validity and accuracy shall be analysed
in the experiments section.

D. Approximation for E(D(% )

First of all, it is worth noticing that, wherV; >> Ny, it is very unlikely to have bursts such that their first
high-priority packet arriveh; > N; + 1 — N,,. The case of late arrival o, is rare and can be removed in the
analysis of the average delay for high-priority packetscakdingly, the average delay can be approximated to:

E(D(%, n,)) & m (jih + Nipn g;) (28)
that is, the first packet suffers a delay @F and an average dE(i) = Nyp, subsequent high-priority packets
experience a delay o% The result is the weight sum of these two values.

In addition to this, if N, p;, >> 1, then the effect of the contribution to the average delayeffirst high-priority
packet is small compared to the oth€fp;, subsequent high-priority packets. In this case, we canheséotlowing

approximation:
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N,
hp ~ h
]E(D(Nz 7Nh)) ~ o

(29)
where the first packet has been assumed to contribute%thelay, just like the otheir— 1 high-priority packets.
However, is is worth emphasising that this only holdsVifp, >> 1.

Finally, for cases ofN;, and N;,, comparable, the above equation does not apply and the calseeocérrival
of h; cannot just be removed. In such casepjif << 1, then we can assume that most bursts have none or
one high-priority packet only, andl; is uniformly distributed accross the burst, such that tHeong equation

approximates better:

Ny, Ny — N, N, N,
hp ~ 7h l h 7h h
E(D )~ A N, 2\ N,

(Ni,Np) (30)

where the first term considers that the only high-prioritgks lays in the firstV; — N;, positions (early arrival),
and the second term regards to the case in which it lays inVthéatest positions (late arrival).

The accuracy of the three approximations is shown in thelatitn section.
E. Approximation for IE(DZ’VL’ Niy)

Again, the exact value for the average delay of low-priopiickets can approximated to a more simple equation
under certain assumptions.

For instance, ifhy, that is, a truncated geometric distribution which deteensithe position of the first high-
priority arrival, is approximated by the mean of a geomedigtribution with parametep;,: E(h) ~ i, the final

burst size is given by:

min(Nl + 1, N, + E(hl)) = min(Nl + 1, N, + 1/ph)

Thus, if p;, small, then most of the packets in the burst are of low pgipand the average delay of them is

given by:

Hlin(Nl,Nh + l/ph)
2\

E(DE )~

(N1,Nw) (31)

In spite of its simplicity, this approximation is only valitithe number of high-priority packets is much smaller

than the total size of the burgh << 1). A more accurate approximation can be derived as follows:

E(h1) — 1 E(h) =1 | Na
E(D ~ By
( (vaNh)) E(hl)_1+Nh(1_ph) ( 2)\ + )\ +
Nu(1— N
N w(1—pn) h (32)

E(h1) — 1+ Nu(1—pn) 2)
The justification for this is the following: the first arriwalntil A, (that is,h; — 1 packets) are of low-priority

always, and after the first high-priority packet has arrjvedotal of N, (1 — p,,) low-priority packets arrive. The
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former packets see an average delay until(that is, ’“2;1), and a fixed value of’% for waiting the subsequent

arrivals. Then, the arrivals aftér; experience a delay oﬁ‘% on average. The contributions of the two sets of
low-priority packets (beforé, and afterh;) are then weighted over the total number of low-priority lgts in the
burst.

However, the two approximations highly depend /on and the approximation of the geometric distribution to

its mean:E(h;) ~ 1/p, may lead to inaccurate results. This is analysed in the restian.

F. Validation

This section shows the validity of the equations derivedtf@r burst size and average delay of both high- and
low-priority packets under the two-class burst-assembigtagy.

The simulation scenario considers a border OBS node at winicbming packets arrive with ratd = 5
packets/sec. A two-class burst-assembly policy With= 24 fixed andN}, variable in the rangéVy, =0, ..., N; has
been considered. With this configuration, figs. 8 and 9 she@wtban average assembly delay and average burst size
for several values gf;,. The circles, squares and diamonds represent the thedneticies following the equations
above, whereas the stars represent the experimental \@t&ised according to the simulation parameters. In this
light, he circles should read as “low-priority”, either faverage delay or number of packets, whereas the squares are
related to “high-priority” of the same metric. The diamordnote average total burst size. As shown, in all cases,
the simulated values are contained within the theoreticapss (circles, squares and diamonds), which concludes
that the theoretical equations derived above perfectlycindte experimental results.

Those cases with high valuesf (p, > 0.25 for instance) are not practical, since in most networkingnscios,
the volume of high-priority traffic comprises only a smallrpon of the total traffic. However, the authors have
considered necessary to include simulations of all possibkes for validation purposes, on attempts to show the
applicability of the equations derived above over a largegyeaof scenarios.

Fig. 10 shows the accuracy of the approximations of meanageeassembly delay for high-priority traffic,

assuming several values @f. As shown, each equation is valid in a range of cases, asiegglalhe approximation:

hp Ny

E(D (N, n) ® 35

plotted with symbol “+”, is very inaccurate and can only bepligd to cases wheréV,p, >> 1 where the
contribution of the delay of the first high-priority packetsmall compared to the contribution of the other high-
priority packets in the burst. However, such condition ¢glly meets at scenarios with large valuespgf which

are rare in practice. A rather better approximation is:

1 Nh Nh,
E(D!"? ~N— | =L+ Nppp—
(D, nw)) Nipn + 1 ( N P 2)\>
depicted with symbol “x”, as explained above. This appradion performs better, but degrades whgpand N,

are comparable, since it does not take into account the ddsteaarrival of h;.
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Fig. 8. Mean average delay experienced by the high-priauigy low-priority packetg;, = 0.01 (top-left), ps, = 0.05 (top-right), p;, = 0.1
(middle-left), p;, = 0.25 (middle-right), p;, = 0.5 (bottom-left), p;, = 0.99 (bottom-right)

Finally, the approximation:

o Mo Ne— Nuo | Ni Nu

E(D"™ ~
( (NZ’N’L)) A N; 2\ N,

depicted with dots (symbol “.”) is accurate whep << 1, such that most bursts constain zero or one high-priority

packet only, as explained above.

Concerning the approximation of average delay for low4jityiopackets, fig. 11 shows the results obtained for

the casey;, = 0.01, p;, = 0.05, p, = 0.1 andp;, = 0.5. The first approximation, i.e.:

min(N;, N, 4+ 1/py)
2

!
E(D(’]’VhNh)) =~

is depicted with dots (symbol “.") and the second approxiaraprovided:
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Fig. 9. Average burst size and average number of high- andphovity packets per burgij, = 0.01 (top-left), p, = 0.05 (top-right),
pp, = 0.1 (middle-left), p, = 0.25 (middle-right), p, = 0.5 (bottom-left), p,, = 0.99 (bottom-right)

E(

lp
D(NzaNh)

)

E(h1) =14 Np(1 —pp)

E(hy) — 1 E(h)—1 N,
1 ( 2 +>\h> *
Np(1 —pn) Ny

4,

E(h1) — 1+ N, (1 —pn) 2\

is shown with crosses (symbol “x”). Clearly, both approxiiroas are valid when either;, is small (fig. 11 top-left)

or large (fig. 11 bottom-right). However, for values @f in the range{0.05 — 0.1], the results obtained with both

approximations are far from accurate, as shown. The reasothi is thath,, which is a truncated geometric
distribution, has been approximated by the valye,;, (the mean of a geometric distribution). The conclusion is
that the average delay observed by the low-priority packigkly depends on the arrival of the first high-priority
packet, which is variable and cannot be approximated by a figdue. For this reason, the following numerical

example uses the exact valuelofD

lp
(Ni,Np)

) given by eq. 27 instead of any of the above approximations.

Finally, a few more interesting conclusions can be derivednffigure 12. In this figure, the values ON;, =

24, N, = 5) are fixed, but the parametey, varies in the rangd0, 1]. Obviously, the average assembly delay
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Fig. 10. Accuracy of the assembly delay approximations foh{ggority packets with simulation valueg;, = 0.01 (top-left), p, = 0.05
(top-right), pp, = 0.1 (bottom-left) andp;, = 0.5 (bottom-right)

experienced by high-priority packets is smaller than thaydebserved by low-priority packets, and the separation
between the average delay for each classes is larger théestha& parametep;, is. However, wher;,, approaches
one, there is little differentiation between classes siteefirst-high priority packet is expected to arrive early in
the burst, thus forcing the assembly policy switch to a maxinof N;, packets after the first high-priority packet
arrival, which occurred very early. Thus, a small numberavi-priority packets are fitted to the less priviledged
positions in the burst. Indeed, this can also be seen in figodt®bm since most of the packets in a burst under

pr =~ 1 condition are of high-priority.

IV. NUMERICAL EXAMPLE

As proposed in [11], the proportional QoS model assumesatlinégh-priority class receives a better service than
a lower priority class by means of a ratio that can be qudiviitly adjusted. In our case, the QoS metric under
analysis is the burst-assembly delay and, in order to peopidportional differentiation, the relationship that mus

be satisfied is the following:

lp
h
E(D(¥, n,)
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Fig. 11. Accuracy of the assembly delay approximations for-poigrity packets with simulation valueg;, = 0.01 (top-left), p;, = 0.05
(top-right), pp, = 0.1 (bottom-left) andp;, = 0.5 (bottom-right)

That is, the burst-assembly policy must adjigtand N, such that the average assembly delay observed by the
low-priority packets isK times larger than the same value for high-priority packets.

In this light, this numerical example considers a simulatscenario with variable values of and p;, as shown
in fig. 13.

Essentially, this example considers a typical traffic peofit which the incoming rate of packetsis relatively
small (aroundl0 packets/unit of time) during the night hours §.m. until 7 a.m.), and substantially grows (until
30 packets/unit of time) within the days8(@.m. until 7 p.m.). Also, the amount of high-priority packets increases
from 1% to 5% over the same period of time.

In this scenario, the border node makes an estimation of ahees of A and p;,, using the well-known Expo-
nentially Weighted Moving Average (EWMA), giving the value$ A and p;,, which are used to determine the
appropriate parameter§; and N, of the two-class burst-assembly policy that meets eq. 33.

The algorithm for adjustingV; and N,, proceeds as follows. First of all, with the estimates\oand Pn, the
algorithm compute&(D"?) andE(D'?) using the approximation given by eq. 30 and the exact exjoreggven
by eq. 27 respectively (this is because the approximatiof{®'?) is not accurate). Given a targE(Df;’rgea the

algorithm tries sevaral values &, and N;,, such that:
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Fig. 12. Average assembly delay (top) and burst size (bottordgua two-clas§N;, Ny, ) assembly policy with variable,,

l
E(D') ~ E(Digrged

andE(D"?) is adjusted such that:

E(D'?) N

E(D") ~
After this, the values of andj,, are estimated continuously in order to upd&te>’?) andE(D"?) in real-time.

Then, the sign of:

D 15
E(Dli) - E(Dtgrget)

is used to gradually adjusY; such that the above equation approaches zero. Then, th@fsign

E(D')
K= g(Dw)

is used to gradually adjusY; such that the above equation also approaches zero as mudssibl@. With these
two mechanisms, the burstifier adjusfs and N, on attempts to maintain the proportional QoS specifiedridgss

of changes in the network conditions &ndp;). This algorithm is summarised in fig. 14.
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Fig. 13. Variation of environment parameters over time of day:(top), and\ (bottom)
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Fig. 14. Diagram of the Algorithm for adjustingy; and Ny,

Fig. 15 shows the values d¥;, and NV, estimated by the algorithm in order to guarantee the Qo8 giten by
eq. 33. Obviously, during the day, with the increase\pboth V;, and NV, substantially increase. However, given
the fact that the ratio of high-priority increases, in ortiemaintain the difference between the delay observed by
high- and low-priority packets, the value &f; goes very large/{; ~ 30).

Fig. 16 shows the average delay observed by the high-priant low-priority packets over time, together with
the ratio between them. As shown, such values remain relataonstant over time (arounl = 2), proving the
robustness of the burst assembly algorithm in terms of Qa8agees regadless of changes in the environment

conditions of traffic.

April 24, 2007 DRAFT



O©CO~NOOOTA~AWNPE

9

Evolution of Nh and NI

35 T T T T
o Bt o
0 - O H * Nh
- BRI R T E
-+ + A HEEH
+ + H O+
+ +
+ +
251 + + i
+ +
+ +
+ +
+ +
20 + - i
- 4+
4+ +
+ +
+ +
15 + + i
4+ -
H +
#+ 4+
+ +
10+ + + 4+
tHHHHI S -- HHHHH R -
.- * 3 R .
HHH- 4 - HH AENNERERNM NN M H-AHH
ek ek d ek - deeicElk
5t : E 2R 3 1
e k.3
—* —
0 i i i i
0 5 10 15 20

Fig. 15. Variation of N; and N}, as the algorithm adapts to the changing environment

V. SUMMARY AND CONCLUSIONS

This work presents a novel performance metric to measuravbege delay experienced by packets during the
burst-assembly process in Optical Burst-Switched netsudBkich metric takes into account both the assembly delay
of the first packet arrivals (which is relatively high) andattof the later packet arrivals (which is smaller) and
performs an average on it. Since packets arrive randomligeabtirst assembler, this metric provides a measure of
the average burst assembly delay observed by packetsngratian OBS network.

This work also proposes a new mechanism to improve the bssstmbly delay experienced by high-priority
packets, with respect to the assembly delay perceived byptaowity packets, for a typical scenario of two-class
traffic. Essentially, such two-class burst-assembly dlgior defines two burst-size limit$V; and V;, which represent
the maximum number of packets that are accepted to arriee aftow- or high-priority arrival respectively. Thus,
the algorithm must adjust such limits on attempts to propdaportional delay differentiation between the two
classes of traffic.

The metrics defined, i.e. average assembly delay as pedceyéhe high- and low-priority packets are analysed
in detail for the two-class assembly algorithm, and exheelgt checked with simulations.

Finally, a numerical example is proposed to show the appilita of such two-class algorithm in a changing
environment with variable traffic conditions (incoming ffia rate and percentage of high-priority packets with
respect to total). The results show that, if correctly adidshe burst size limitsV; and N;, then the two-class
burst-assembly algorithm proposed outputs bursts whitikfgaon average, the quality-of-service requirements se

a priory, which proportionally benefits high-priority oviemw-priority packets.
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