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a b s t r a c t

Typically, core networks are provided with both optical and electronic physical layers.
However, the interaction between the two layers is at present limited, since most of the
traditional transport functionalities, such as traffic engineering, switching and restoration,
are carried in the IP/MPLS layer. In the light of this, the research community has paid little
attention to the potential benefits of the interaction between layers, multilayer capabilities,
on attempts to improve quality of service control.
This paper shows when to move incoming label switched paths (LSPs) between layers
based on a multilayer mechanism that trades off a QoS metric, such as end-to-end delay,
and techno-economic aspects. Such a mechanism follows the Bayesian decision theory,
and is tested with a set of representative case scenarios.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

Core networks are typically equipped with both elec-
tronic and optical resources. This means that incoming
traffic can be routed in either the optical or electrical do-
main. Essentially, electronic routing has the well-known
advantages of statistical multiplexing and granularity, but
is a hard-computational process for high-speed networks
and it further introduces queuing delay to packets. On
the other hand, data packets switched in the optical do-
main only experience propagation delay. However, optical
resources provide a granularity which is too coarse for typ-
ical Internet streams, even if they come from the multiplex
of many users.

In this IP over WDM scenario new challenges appear,
since it is necessary to manage two layers, which can pro-
vide some functionalities to both of them. This is the case
of routing, traffic engineering, quality of service, resilience
techniques, resources optimization, etc. which could be

carried out in either the IP or the WDM layer. Over the
few years, a considerable effort has been dedicated to the
development of automatic switched optical network
(ASON) and generalized multiprotocol label switching
(GMPLS). Thanks to this development, a standardized con-
trol plane has been defined, which allows a framework to
propose solutions to the previous problems: traffic engi-
neering [1], routing [2,3] or grooming [3,4].

In conclusion from previous papers in this area [4–7], it
is highly desirable to efficiently combine the benefits of
both optical and electronic domains to solve previously ci-
ted problems. With this aim, architectures to build multi-
layer-capable routers have been defined [5,8]. In this
situation, incoming label switched paths (LSPs) traverse
the multilayer-capable router, which has to decide
whether to perform optical or electronic switching
(Fig. 1). If an incoming LSP is routed in the electronic do-
main, it suffers hop-by-hop opto-electronic conversion
(with subsequent delay), otherwise the router provides
an optical bypass. The choice of electronic or optical
switching is based upon a set of previously-defined rules
in the multilayer-capable router. However, these rules
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are still open. The authors in [9] address the multilayer
traffic engineering problem, proposing a cost model based
on the link occupation. Depending on the link occupation,
the router is able to decide the number of LSPs switched
through each lightpath. Nevertheless, no QoS evaluation,
in terms of end-to-end delay, is performed, while the paper
is more focused on load balancing issues. In [1], the authors
propose an ILP optimization algorithm to minimize the
load in the electronic domain using cut-through lightpaths,
subject to the network equipment restrictions.

In this paper, we propose a techno-economic model to
help routers take the decision of optical or electronic
switching of their LSPs. Such an approach makes use of
Bayesian decision theory, and takes into account several
aspects concerning the quality of service perceived by
packets, by means of queuing delay, and also techno-eco-
nomic aspects such as the relative cost associated to
switching LSPs in either the optical or the electronic do-
main. The algorithm’s computational cost is low and only
have to be computed when a new LSP arrives at the router
or any of the input parameters of the algorithm vary. This
multilayer algorithm could be easily implemented in the
control unit of the multilayer-capable router (Fig. 1).

In the light of this, the remainder of this work is orga-
nized as follows: Section 2 covers the mathematical foun-
dations for such techno-economic analysis with a Bayesian
decisor. In this section, a set of experiments and numerical
examples is also provided to show how to reach an optimal
decision. Section 3 studies the behavior of the bayesian
decisor in a dynamic environment, with its analytical def-
inition and experiments. Finally, Section 4 outlines a sum-
mary of the results obtained and further lines of
investigation.

2. Analysis

2.1. Problem statement

As previously stated, the aim is to define a mathemati-
cally rigorous set of rules that helps such multilayer-capa-
ble core routers decide whether to switch a given LSP in
the optical domain or in the electronic domain.

At a given time, a multilayer router handles a number of
LSPs. Typically, due to QoS constraints, optical switching is
preferred due to the lack of queuing delay. In principle,
many LSPs can be multiplexed in the electronic domain,
whereas the lightpath bandwidth may be underutilized if
LSPs are switched in the optical domain. This can be seen
as a capacity planning problem. Given a set of input LSPs,
the question is to derive the number of LSPs that should
be switched in the electronic domain and the amount of
LSPs to be switched in the optical domain, in an attempt
to maximize utility. It is preferred to switch in the elec-
tronic domain because the availability of buffering in core
nodes allows for a higher utilization, and the remaining
optical bandwidth can be used for newly arriving LSPs.

Thus, the router must trade-off these two parameters:
queuing delay versus the cost associated to optical switch-
ing (a techno-economic trade-off). Moreover, it needs to
have a set of predefined rules to make a decision on how
many LSPs should be switched in the optical domain and
how many in the electronic domain.

To do so, let N refer to the number of LSPs handled at a
given random time by the multilayer router, and let L(di,x)
refer to the loss function. The loss function L(di,x) denotes
the cost or loss of switching i LSPs in the electronic domain
(thus, N � i LSPs in the optical domain) with subsequent
queuing delay experienced by the packets of the electron-
ically switched LSPs, which is denoted by x (for simplicity,
the optically switched LSPs have been assumed to experi-
ence zero delay). The term di denotes the ‘‘decision” of
routing i LSPs out of a total of N in the electronic domain,
and is defined for some decision space X = {d1, . . . ,dN}. In
the light of this, L(di,x) is given by:

Lðdi; xÞ ¼ ðCeðiÞ þ CoðN � iÞÞ � UðxÞ;
i ¼ 1; . . . ;N; x > 0 ð1Þ

where Ce(i) and Co(N � i) refer to the cost associated to
routing i LSPs in the electronic domain and N � i in the
optical domain, respectively; and U(x) refers to the utility
associated to a queuing delay of x units of time, experi-
enced by the electronically switched LSPs.

Following [10], the Bayes risk, which is essentially the
expectation of the loss function with respect to x, equals:
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Fig. 1. Multilayer-capable router scenario.
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RðdiÞ ¼ ExLðdi; xÞ ¼ ðCeðiÞ þ CoðN � iÞÞ � ExUðxÞ;
i ¼ 1; . . . ;N ð2Þ

The goal is to obtain the optimal decision d�N such that the
Bayes risk Rðd�NÞ is minimum. In other words:

Find d�N such that Rðd�NÞ ¼ min
di ;i¼1;...;N

RðdiÞ

The next section proposes a set of utility functions, U(x),
that measure the QoS experienced (in terms of queuing de-
lay) by the electronically switched packets, and also intro-
duces a metric for quantifying the relative cost of optical
switching with respect to electronic switching.

2.2. The utility function U(x)

As previously stated, the utility function U(x) is defined
over the random variable x, which represents the queuing
delay experienced by the packets of electronically
switched LSPs. The queuing delay shall be assumed to be
Weibull distributed, since this has been shown to accu-
rately capture the queuing delay behavior of a router with
self-similar input traffic [11–13]. In the light of this, the de-
lay probability density function is given by [11]:

pðxÞ ¼ ð2� 2HÞC ðC �mÞ2H

2KðHÞ2am
ðCxÞ1�2H

� exp � ðC �mÞ2H

2KðHÞ2am
ðCxÞ2�2H

 !
; x > 0 ð3Þ

where C is the lightpath capacity, m is the average input
traffic and a is a variance coefficient such that am = r2

(with r2 being the input traffic variance) and H is the Hurst
parameter.

Once p(x) has been defined, the next step is to define a
measure of the ‘‘utility” associated to routing LSPs in the
electronic domain.

2.2.1. Delay based utility
In its simplest form, we can easily evaluate the utility

based on the observed delay, that is, Umean(x) = � x. The
utility function is thus opposite to the queuing delay x,
since more utility occurs for smaller delays. Thus, comput-
ing the Bayes risk defined in Eq. (2) yields:

Ex½UmeanðxÞ� ¼ Ex½�x� ¼ �
Z 1

0
xpðxÞdx ð4Þ

which equals the average queuing delay experienced by
the electronically switched packets. Such a value takes
the following analytical expression:

Ex½UmeanðxÞ� ¼ �
1
C

2KðHÞ2ami

ðC �miÞ2H

 !1=ð2�2HÞ

C
3� 2H
2� 2H

� �
ð5Þ

However, the average delay is not always a useful (or at
least, representative) metric in the evaluation of the qual-
ity of service experienced by certain applications, espe-
cially when quantifying the relative QoS experienced by
real-time applications. The following considers two other
utility functions used in the literature for hard real time
and elastic applications [14,15].

2.2.2. Hard real-time utility
Hard real-time applications are those which tolerate a

delay of up to a certain value, say Tmax, but their perfor-
mance degrades very significantly when the delay they
experience exceed such value. Examples of these are: on-
line gaming, back-up services and grid applications. The
parameter Tmax denotes the tolerated delay threshold for
each particular application. The ITU-T recommendation
Y.1541 [16] and the 3GPP recommendation S.R0035 [17]
define service classes based on thresholds.

Thus, hard real-time utility can be modeled by a step
function as shown in Fig. 2 left, and takes the expression:

UstepðxÞ ¼
1; if x < Tmax

0; otherwise

�
ð6Þ

The Bayes risk requires to compute the average utility

Ex½UstepðxÞ� ¼
Z Tmax

0
pðxÞdx ¼ 1�

Z 1

Tmax

pðxÞdx

¼ 1� Pðx > TmaxÞ ð7Þ

which, according to Eq. (3), leads to

Ex½UstepðxÞ�

¼ 1� exp � ðC �miÞ2H

2KðHÞ2ami
ðCTmaxÞ2�2H

 !
; Tmax > 0 ð8Þ

2.2.3. Elastic utility
Other services consider a more flexible QoS function,

since the service is degraded little by little (Fig. 2 right).
These services consider zero delay as the maximum possi-
ble utility, but the utility slowly reduces with increasing
delay. For instance, the ITU-T recommendation G.107 de-
fines the ‘‘E model” [18], which explains in detail the voice
service degradation as perceived by humans. In other util-
ity function analyses, the exponential function has been
used to describe the degradation of elastic services [15].

Thus, the elastic utility function is modeled as:

UexpðxÞ ¼ ke�kx; x > 0 ð9Þ

where k refers to decay ratio of the exponential function.
Following the definition of Tmax above, the value of k has
been chosen such that 90% of the utility lies before Tmax.
That is

k ¼ 1
Tmax logð1� 0:9Þ ð10Þ

Tmax1 Tmax2

U(x)

1

Tmax

U(x)

1

Hard Real-Time functions Elastic functions

Fig. 2. Utility functions: hard real-time (left) and elastic (right).
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Finally, the average elastic utility follows

Ex½UexpðxÞ� ¼
Z 1

0
ke�kxpðxÞdx ð11Þ

which has no analytical form. However, we can use the
Taylor expansion to approximate it, since

E½f ðxÞ� �
Z 1

0
pðxÞ

�
f ðE½x�Þ þ f 0ðE½x�Þðx� E½x�Þ

þ1
2

f 00ðE½x�ÞðE½x� � xÞ2
�

dx ¼ f ðE½x�Þ þ 1
2

f 00ðE½x�Þr2
x

ð12Þ

Thus

Ex½UexpðxÞ� � UexpðEx½x�Þ þ
1
2

U00expðEx½x�Þr2
x

� ke�kEx ½x� þ 1
2

k3e�kEx ½x�r2
x ð13Þ

where Ex½x� is given by Eq. (5), and the variance r2
x can be

easily derived from Eq. (3):

r2
x ¼

1

C2

2KðHÞ2ami

ðC �miÞ2H

 !1=ð1�HÞ

C
2� H
1� H

� �
þ C2 3� 2H

2� 2H

� �� �

ð14Þ

2.3. The economic cost of electronic and optical switching

As previously stated, the values of Ce(i) and Co(N � i) in
Eq. (1) represent the cost associated to switching i LSPs in
the electronic domain and N � i in the optical domain. As
previously stated, optical resources should be penalized
more than the electronic ones in order to maximize link
utilization. For simplicity purposes, we have considered a
linear cost approach, at which electronic switching is
penalized as Ce(i) = Ki for some K > 0, and the cost of optical
switching is Co(N � i) = RcostK(N � i). The value of Rcost (gen-
erally Rcost > 1) denotes the relative optical-electronic cost,
that is, the ratio at which the optical cost increases with re-
spect to the electronic cost.

2.4. Scenario definition

A few numerical examples applied to real case scenarios
are shown as follows. The aim is to show practical cases
where the implemented algorithm, at a given core multi-
layer switch, decides the number of optically switched
LSPs that should be transmitted according to three sets of
parameters: (1) QoS parameters, essentially the Tmax value
introduced above; (2) the relative cost Rcost which provides
a measure of the economic cost of switching LSPs in the
optical domain with respect to the electronic switching;
and, (3) the self-similar characteristics of the incoming
flows, represented by the Hurst parameter H. Furthermore,
the impact of the LSPs mean and variance modification are
studied.

The simulation scenario assumes a 2.5 Gbps core net-
work, which carries a number of N = 60 standard VC-3 LSPs
(typically 34.358 Mbps each). The values of m, r and H,
which represent the characteristics of the traffic flows,
i.e. average traffic load, variability and Hurst parameter,

have been chosen as H = 0.6 (according to [19]) and m
and r such that r

m ¼ 0:3.
Finally, the value of K has been chosen as K ¼ 1

N, in order
to get the electrical cost normalized, i.e. within the range
[0,1].

2.5. Study of threshold Tmax

This experiment shows the influence of the choice of
Tmax in the decision to be made by the multilayer router
with relative optical-electronic cost set to Rcost = 2. Fig. 3
shows this case for several values of Tmax assuming the
step or hard real-time utility function (left) and the expo-
nential utility function (right). The values of Tmax have
been chosen to cover a wide range from 1 ms to 100 ms.
Clearly, the number of optically switched LSPs should in-
crease with decreasing values of Tmax, since high QoS con-
straints require small delays in the packet transmission
(thus larger number of optically switched LSPs to reduce
latency).

Typically, most of the end-to-end delay suffered by
applications occur in the access network, and it is widely
accepted that the core network should be designed to
introduce delay of no more than 1–10% of the total end-
to-end delay. For hard real-time applications, which may
demand a maximum end-to-end of 100 ms, the core delay
is thus in the range of 1–10 ms. This would require a total
number of electronically switched LSPs of d�60 ¼ d43 (see h)
and d�60 ¼ d55 (see s), respectively, of a total of N = 60 LSPs.
For the same delay constraints, elastic applications impose
a number of electronically switched LSPs of d�60 ¼ d34 (see
h) and d�60 ¼ d44 (see s), respectively.

2.6. Analysis with different Rcost values

This experiment shows the impact of Rcost, which refers
to the relative cost of optical switching with respect to
electronic switching, in the final decision d*, to be taken
by the multilayer router. Fig. 4 left shows where the opti-
mal decision lies (minimum cost) for different Rcost values
considering the case of linear utility function. As shown on
the right, the more expensive optical switching is (large
values of Rcost), the smaller is the number of LSPs switched
optically. In other words, for high Rcost values, only a small
portion of LSPs is switched in the optical domain. This be-
comes clear for Rcost = 4, where the first optical LSPs occurs
after i = 40 electronically switched LSPs. Fig. 5 shows the
evolution of the optimal number of electronically switched
LSPs i with respect to N when for the exponential utility
function. Its behavior is quite similar to the Umean function
with differences in the function slope.

Fig. 6 shows the evolution of the optimal number of
electronically switched LSPs i with respect to N for the hard
real-time utility function. Essentially, the functions Umean

and Uexp, as defined in Section 2.2, show a smooth decrease
with respect to delay, whereas Ustep has an abrupt utility
transition at the value Tmax. Such abrupt transition is fur-
ther translated to the optimal decision, as shown in the
figure.

To sum up, when optical switching becomes too
expensive, the Rcost is critical in the optimal decision, thus

V. López et al. / Computer Networks 52 (2008) 1916–1926 1919
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canceling any influence of the QoS parameter Tmax. In this
light, the network operator has a means to decide where
the optimal decision lies, trading off the Rcost parameter
and the QoS values.

2.7. Influence of the Hurst parameter H

The previous two numerical examples have assumed a
value of H = 0.6, as observed in real backbone traces [19].
However, other scenarios may show different values of H

and it is interesting to study its impact on the bayesian
decisor. In this light, Fig. 7 shows the influence (left) or
no influence (right) of such parameter H in the optimal
decision. In spite of the fact that long-range dependence
degrades queuing performance generally, at high-delay
values, the delay variability is smaller for high values of
H (see [11], Fig. 7).

Thus, the characteristics of the incoming traffic have a
higher or lower impact on the bayesian decisor, depending
on the QoS parameters. When Tmax P 10 ms, there is little
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influence of H (Fig. 7 right), but for Tmax = 1 ms and smaller,
the value of H is key since it moves the decision in a wide
range of optimal values: from d29 in the case of H = 0.5 to
d57 for H = 0.9 (Fig. 7 left).

The level curves shown in Fig. 8 show such behavior for
the three utility functions (Tmax = 10 ms). Each level curve
corresponds to a different utility.

Fig. 8 middle (case of exponential utility function) and
left (case of mean utility function) shows an influence with
the H value. However, Fig. 8 right (case of step utility func-
tion) should read as having no influence with the Hurst
parameter (i.e. parallel level curves = optimal decision

independent of H value). It is important to remark that
such independent behavior with parameter H does not oc-
cur if Tmax = 1 ms is chosen.

2.8. Impact of the mean and variance of the LSPs

Typically, a network operator agrees a service level
agreement with its customers, but it may well happen that
less channel capacity is used or that the traffic variation
changes. Accordingly, this experiment studies the decisor
behavior when the LSPs’ mean and variance (values m
and r2) vary, for different utility functions, which are
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shown in Figs. 9 and 10, respectively. In the former, the ori-
ginal LSPs mean value is m = 34.358 Mbps (VC-3), depicted
with 4. This value has been modified in the range from
�10% (30.92 Mbps, depicted as h) to + 1% (34.7 Mbps, as
/). This range aims to simulate the case of LSPs transmit-
ting at a much lower ratio (�10% to +1%), but rarely exceed
1% of its nominal rate. As shown, there is little influence in
the final decision d�60, especially in the case for the step
utility function. Clearly, the change in the LSPs’ transmis-
sion rate has an impact on the optimal decision, neverthe-
less this impact is much smaller than the impact of other

system parameters: Tmax (see Fig. 3), Rcost (see Fig. 4) and
H (see Fig. 7).

Finally, for changes in parameter r2 (rate variance), the
impact is negligible, as shown in Fig. 10.

3. Dynamic behavior of the risk process

3.1. Analysis

This section studies the dynamic behavior of the risk
process in a multilayer router. Let us consider that LSPs
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Fig. 8. Hurst parameter variation (risk level curves).
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arrive following a Poisson process (rate k) with exponen-
tially distributed duration (mean 1/g). The cost process
can be formulated as a Continuous-Time Markov Chain.
More specifically, let {X(t),t > 0} denote the chain that
gives the total number of LSPs under service by a multi-
layer router at time t, out of which i LSPs are switched
in the electronic domain and X(t) � i are being switched
in the optical domain. And let Nmax denote the maximum
number of LSPs supported by the multilayer router
simultaneously.

For simplicity, let us consider discrete-time transitions
between states of the chain, which we denote by

{X(n),n = 0,1, . . . }. Then, the transition probabilities pjk are
given by

pj;jþ1 ¼
k

kþ jg

pj;j�1 ¼
jg

kþ jg

ð15Þ

for j = 1, . . . ,Nmax � 1 and p01 ¼ pNmaxðNmax�1Þ ¼ 1, while
pjk = 0 for all other values of (j,k). We analyze the process
{Vj(n),n = 0,1,2, . . . ;j = 0,1, . . . ,Nmax} which refers to the
accumulated cost in n steps of the chain X(n), assuming it
departed from state j. Let rjk denote the cost associated to
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the transition from state j to state k. Let us define
rjk ¼ Lðd�k; xÞ, which corresponds to the decision policy of
choosing the optimal decision according to Eq. (1) for a to-
tal number of k LSPs. Accordingly, it follows that

VjðnÞ ¼
Xn

k¼1

pjk rjk þ Vkðn� 1Þ
� �

j ¼ 1;2; . . . ;Nmax � 1; n ¼ 1;2; . . . ; ð16Þ

and Vjð0Þ ¼ 0;V0ð1Þ ¼ Lðd�1; xÞ;V ðNmaxÞð1Þ ¼ Lðd�Nmax�1; xÞ,
which follows directly from the one-step Chapman–Kol-
mogorov equations. Note that the accumulated cost in n
steps from state j is equal to the cost of the one-step tran-
sition to state k plus the accumulated cost from such state
k in n � 1 steps. Now, we use Eq. (15) to obtain:

VjðnÞ ¼ pjðjþ1Þðrjðjþ1Þ þ Vjþ1ðn� 1ÞÞ þ pjðj�1Þðrjðj�1Þ þ Vj�1ðn� 1ÞÞ
j ¼ 1;2; . . . ;Nmax � 1; n ¼ 1;2; . . . ; ð17Þ

V0ðnÞ ¼ r01 þ V1ðn� 1Þ; n ¼ 1;2; . . . ; ð18Þ
VNmax ðnÞ ¼ rNmaxðNmax�1Þ þ VNmax�1ðn� 1Þ; n ¼ 1;2; . . . ; ð19Þ

and Vj(0) = 0. Finally, expanding the transition probabilities
brings the final recursion formula:

VjðnÞ ¼
k

kþ jg
ðrjðjþ1Þ þ Vjþ1ðn� 1ÞÞ þ jg

kþ jg
ðrjðj�1Þ

þ Vj�1ðn� 1ÞÞ j ¼ 1;2; . . . ;Nmax � 1; n ¼ 1;2; . . . ;

ð20Þ

and Vj(0) = 0. It is worth noticing that the expression for
V0(n) and VNmax ðnÞ remain the same. Taking expectations
on both sides of the equation gives

VjðnÞ ¼
k

kþ jg
ðRðd�jþ1Þ þ Vjþ1ðn� 1ÞÞ þ jg

kþ jg
ðRðd�j�1Þþ

Vj�1ðn� 1ÞÞ j ¼ 1;2; . . . ;Nmax � 1; n ¼ 1;2; . . . ; ð21Þ
V0ðnÞ ¼ Rðd�1Þ þ V1ðn� 1Þ; n ¼ 1;2; . . . ð22Þ
VNmax ðnÞ ¼ Rðd�Nmax�1Þ þ VNmax�1ðn� 1Þ; n ¼ 1;2; . . . ; ð23Þ

and Vjð0Þ ¼ 0 where R(�) is given by Eq. (2) and
VjðnÞ ¼ EðVjðnÞÞ.

Now, we explicitly calculate the first steps of the recur-
sion formula (n = 0,1), and provide results for a generic
n = 1,2,. . .,10 in Section 3.2. For n = 0, as defined above:

Vjð0Þ ¼ 0 j ¼ 0;1; . . . ;Nmax ð24Þ

For n = 1, using the result for n = 0, it yields:

Vjð1Þ ¼
k

kþ jg
Rðd�jþ1Þ þ

jg
kþ jg

Rðd�j�1Þ

j ¼ 1; . . . Nmax � 1 ð25Þ

and V0ð1Þ ¼ Rðd�1Þ;V ðNmaxÞð1Þ ¼ Rðd�Nmax�1Þ. Eq. (21) provides
the dynamic behavior of the Bayes risk, as we move n steps
forward from any state j.

3.2. Numerical example

Fig. 11 shows the risk curves of a multilayer router as a
function of the total number of LSPs switched. Actually,
each curve represents a different (increasing) number of
LSPs. The optimal decisions are represented by the symbol
h. In the figure, a total number of j = 30 LSPs gives an opti-
mal decision of d�30 ¼ d17 electronically switched LSPs. As
shown, as the number of LSP arrivals increases, the optimal
number of electronically switched LSPs i also increases,
thus reducing the risk. For j = 60, the optimal number of
LSPs switched in the electronic domain is d�60 ¼ d44. Inter-
estingly, in some cases, the optimal number of electroni-
cally switched LSPs remains the same regardless of a
small increment in the number of incoming LSPs j (several
squares along the same vertical line).

The accumulated risk function Vj(n) as defined in the
section above was analytically solved for n = 0 and n = 1
only. Fig. 12 shows the time evolution of Vj(n) for a time
horizon from n = 1 to n = 10, given different initial states
(j 2 {30,50,70}). The q ¼ k

g value for the experiment was
50%, although the variation of this parameter was tested
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Fig. 11. Risk versus optimal number of electronic LSPs for a total number of LSPs in the range 30–60.
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and it was not outstanding. Vj(n) is a monotonically
decreasing function, since as previous risk curves have
shown (for instance Fig. 11), the risk of the optimal deci-
sion (d�j ) is negative. Besides, as the decisor works with
the loss function (Eq. (1)), it is reasonable that the function
decreases. If the decisor had been defined with a profit
function, Vj(n) would have been a monotonically increasing
function. In other words, a negative loss function implies
that there is a (positive) revenue for the operator. The ini-
tial state for Vj(n) determines the evolution of the accumu-
lative risk function and its slope is determined by this
point. Furthermore, it is noteworthy that there is a quasi-
linear behavior for all curves.

4. Summary and conclusions

This paper’s main contribution is two-fold: First, it pre-
sents a novel methodology, based on the Bayesian decision
theory, that helps multilayer-capable routers to take the
decision of either optical or electronic switching of incom-
ing LSPs. Such decision is made based on technical aspects
such as QoS constraints and long-range dependence char-
acteristics of the incoming traffic, nonetheless it also con-
siders the cost differences of optical and electrical
switching. This way permits high flexibility to the network
operator to trade-off both economic and technical aspects.

Secondly, this paper proposes the Bayesian decision
theory as the mathematical framework for dealing with
the decision of optical or electronic switching of LSPs. Such
mathematical framework is of low complexity, and can
easily adapt to changing conditions: QoS guarantees, traffic
profiles, economic aspects and network operator
preferences.

Finally, this algorithm can be implemented in a per
node basis by using local and independent parameters
(e.g delay thresholds and optical-electronic cost) in each
node. However, in further extensions of this mechanism,
the local QoS parameters used in each node will be based
on information regarding end-to-end delay throughout
the whole network.
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