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a b s t r a c t

Network management systems produce a huge amount of data in large-scale networks. For
example, the Spanish academic network features hundreds of access and backbone links,
each of which produces a link utilization time series. For the purpose of detecting relevant
changes in traffic load a visual inspection of all such time series is required. As a result, the
operational expenditure increases. In this paper, we present an on-line change detection
algorithm to identify the relevant change points in link utilization, which are presented
to the network manager through a graphical user interface. Consequently, the network
manager only inspects those links that show a stationary and statistically significant
change in the link load.

� 2011 Elsevier B.V. All rights reserved.

1. Introduction

In large-scale networks, the amount of information pro-
vided by management systems is huge. For example, time
series of traffic volume or network link load may be pro-
vided per each access link. Network managers face with vi-
sual inspection of far too many graphs, which motivates
automated procedures that basically pinpoint which are
the links that deviate from a typical behavior and demand
intervention from the manager, out of the many links pres-
ent in the network. We propose a load model for network
links that is capable of efficiently tracking sustained load
changes in network links. Our model is suitable for any
network link with high aggregation (e.g., backbone links
and access links of large institutions). It is aimed at facili-
tating network-wide monitoring of large-scale networks,
by clearly identifying network links with a varying traffic
behavior. Moreover, forensic data for each link can be later
analyzed off-line, in order to spot possible correlations that

serve to understand how the detected load changes in one
link have impacted the performance of the rest of the
network.

Previous approaches to network-wide traffic analysis
use point-to-point [1,2] or point-to-multipoint [3] models
for analyzing the demands in backbone networks. The
key concept in these works is the Origin–Destination
(OD) flow. An OD flow is a time series that comprises all
the traffic that enters the backbone in a given Point of Pres-
ence (PoP) and leaves in another PoP. Therefore, the analy-
sis of the backbone demands is divided into n2 time series,
each representing an OD flow, being n the number of PoPs
in the backbone network. To compute the OD flow time
series, the authors of these works leverage on flow level
measurements (to find the amount of traffic entering the
network at each PoP) and routing information measure-
ments (to determine the egress point of each measured
flow). Our approach to network-wide traffic analysis re-
duces the complexity of the aforementioned methodolo-
gies leveraging on link time series. Network topologies in
backbone networks are usually far from being a completely
meshed topology. Thus, the number of links in a backbone
network is considerably lower than the square of the
number of nodes. In our case study, the Spanish academic
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network RedIRIS1 comprises 18 PoPs and only 30 backbone
links. Therefore, our network-wide traffic analysis approach
accounts for only 60 elements to monitor (because the links
are bidirectional), considerably less than the 182 = 324 dif-
ferent OD flows with the RedIRIS topology. Moreover, our
model is fed only with average load measurements at high
granularity (90 min intervals), which can be easily obtained
from Simple Network Management Protocol (SNMP) mea-
surements [4]. This also entails a complexity reduction com-
pared with the other network-wide traffic analysis
approaches existing in the literature. Our model needs sim-
pler measurements and simpler post-processing steps for
the measurements, which makes it amenable for on-line
application and enables its utilization in a broader set of net-
work links.

We think our work is relevant to network operators and
the research community. On the one hand, network opera-
tors are aware of the importance of detection of traffic
changes, which are relevant at different timescales. Load
changes at short timescales are relevant for anomaly and
attack detection, where a sudden change in the load may
be related with flash crowds or Denial of Service (DoS) at-
tacks [5–8]. On the contrary, load changes at long time-
scales (in the scale of days or weeks) should be taken
into account for traffic engineering task such as load bal-
ancing and capacity planning [9,10]. To the best of our
knowledge, there is little existing work in the literature
regarding traffic engineering procedures based on the
detection of statistically significant sustained changes,
and the more relevant approaches are normally based on
simple time series forecasting techniques [11] focused on
short-term changes. In those cases, a prediction of the load
is used to compute confidence bands, where the actual va-
lue of the load should lie in under normal network perfor-
mance. However, this methodology is not able to
determine whether the change is stationary (i.e., the chan-
ged value is maintained over several time periods) and
therefore the traffic behavior has changed. Consequently,
in practice, the network manager should visually inspect
the different link load plots to make such decision. In con-
trast, our methodology focuses only on sustained changes
that may imply a shift in users’ behavior.

In this paper, we provide techniques that allow the net-
work manager to focus only on those links that show sta-
tionary load changes. The case study is the Spanish
academic network RedIRIS. We note that RedIRIS features
30 bidirectional backbone links and hundreds of connec-
tions to large institutions, and it is not feasible to analyze
all of the corresponding time series separately from an
operational expenditure (OPEX) point of view. Conse-
quently, our proposed technique filters out those links
which do not show statistically significant changes in the
traffic behavior. As a result, the OPEX is largely reduced,
because the traffic engineering tasks are only performed
on a reduced subset of links. To identify such changes,
we developed an on-line algorithm that uses clustering
techniques and statistically sound methodologies to deter-
mine the location and statistical significance of the change

points. In addition to providing valuable techniques to dis-
criminate load-changing links, which have a direct impact
in OPEX reduction, our findings also serve to gain insight
about the dynamics of load change in large-scale networks.
Is the load change continuous or showing sudden change
in mean? How frequent are load changes in a large net-
work? Our analysis serves to address these issues with a
dataset that is three-year long and comprises the whole
Spanish academic network, i.e., more than one million
users.

Our proposed algorithm is based on a fairly multivariate
Gaussian vector that models the daily traffic pattern of
links with large aggregation level. Such model splits the
24 h day period into 16 non-overlapping intervals of
90 min starting at midnight, each of which is a vector com-
ponent. We have validated our fairly Gaussian model with
real network measurements obtained also from the Red-
IRIS network, showing evidence that the significance of
the normal theory tests of mean vectors and covariance
matrices are not severely affected by the deviations from
normality existing in actual data. This result allows us to
apply multivariate normal inference to the mean vector,
namely the Multivariate Behrens–Fisher Problem (MBFP)
procedure, to determine if there is a statistically significant
difference in the mean vectors of two consecutive time ser-
ies. Therefore, when there is evidence of a change in the
load time series, we alert the network managers, allowing
them to take the appropriate action as a response to that
change.

After assessing the performance of the load change
detection algorithm, we have applied it to such real net-
work measurements, showing the efficiency in reducing
the number of times the network needs supervision. We
have analyzed more than 300 days worth of data, and in
average, we have placed around 11 alerts per link. This
supposes that a network manager would have receive an
alert for a statistically significant and sustained change less
than 4% of the days. In the remaining days, the network is
considered stable and no action is required.

A distinguishing feature of the MBFP procedure to de-
tect changes is that it evaluates the difference in the mean
vectors taking all the vector components into account at
the same time. This may result in changes that are due to
either small differences in several vector components or
large differences in a single vector component. In addition,
as the vector components represent time intervals, the rel-
evance of a change may be different depending on the vec-
tor component that caused the change detection. For
instance, changes at night-time may not be relevant com-
pared to those at the busy hours. Consequently, we devise
an alert color code to categorize the change points located
by our algorithm. Such color code is used to create weather
maps of the network, allowing to visually inspect the rele-
vant events happening in the network in an straightfor-
ward manner.

The rest of the paper is organized as follows: Section 2
is devoted to present the measurement dataset. Section 3
describes the load model and presents the methodology
and results of its validation process. Section 4 presents
the on-line load change detection algorithm and the
assessment of its performance with synthetic data.1 http://www.rediris.es/index.php.en.
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Section 5 provides the results of the application of the algo-
rithm to actual network measurements and Section 6
shows how the proposed methodology could be applied
to monitor a large-scale network like RedIRIS. Finally, Sec-
tion 7 concludes the study.

2. Measurement dataset

This section is devoted to present an overview of the
network traffic measurements used in this study. As we
noted in the previous section, our algorithm is fed by aver-
age load measurements computed at non-overlapping
intervals of 90 min length. A simple averaging process of
SNMP measurements obtained at 5 min granularity is en-
ough to obtain such data. We gather network measure-
ments at such resolution from Multi-Router Traffic
Grapher (MRTG) tools [12] installed on the network equip-
ments of the Spanish academic network RedIRIS. In what
follows, we present a description of the dataset and the
network from which we obtained such measurements,
and an overview of the daily and weekly traffic patterns
that characterize the links in the network.

2.1. Description of the measurement dataset

The RedIRIS network comprises 18 PoPs spread along
the Spanish country (Fig. 1 shows the backbone network
topology), and provides Internet access to more than 350
institutions, mainly universities and public research cen-
ters, which make up a grand total of more than a million
users. In addition, it has several Internet exchange points
with the European Research and Education Network
GÉANT, and with other ISPs (Telia, Global Crossing, etc.).
RedIRIS provided us with MRTG records and flow summa-
ries of the PoPs in Fig. 1 and from an extensive set of uni-

versities and exchange points. We have selected 18 links
out of the total to make this study, which transport large
amounts of data and are representative of the variety of
links that are present in the network. Our dataset includes
10 university links, 5 backbone links of the RedIRIS core
network and 3 links that provide connection with ex-
change points or the European academic network GÉANT.2

For privacy concerns, we label the University links as
U1,U2, . . .,U10. We do the same with the Backbone links,
B1,B2, . . .,B5, and the eXchange point links, X1, X2 and X3.

In total, we have collected and analyzed three-years
worth of MRTG records (2007, 2008 and 2009). MRTG
has been configured with measurement intervals of
5 min, i.e., there is a new record every 5 min. With this
time granularity, we have 288 records for each day and
direction (incoming/outgoing) in every link. Our measure-
ments span from the 2nd of February 2007 to the 10th of
March 2009, namely we collect more than 750 days worth
of data per link. Such MRTG records contain five different
fields: the UNIX timestamp of the measurements (which
will play an special role in the measurements preprocess-
ing step) and the average and maximum transfer rates, in
bps, for both interfaces in the last measurement interval.
We summarize some relevant information about the links
present in the dataset in Table 1.

2.2. RedIRIS daily and weekly traffic patterns

As RedIRIS is an academic network, its traffic pattern
slightly differs from that of residential networks previously
reported in the literature [13–15]. Therefore, instead of
having its maximum peak after 8 p.m., when residential
users come back home, the RedIRIS peak hour happens

Fig. 1. RedIRIS network architecture.

2 http://www.geant.net/.
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around mid-day. We also observe a clear daily traffic pat-
tern for weekdays, which is very similar among the differ-
ent analyzed links. However, greater differences appear
when considering weekends, when the traffic pattern is
nearly flat, mainly composed by traffic that is sent without
user interaction. Such differences are shown in Fig. 2,
where the solid line corresponds to the traffic of the outgo-
ing direction (traffic sourced in RedIRIS and destined to the
Internet) and the dashed line corresponds to the incoming
traffic (traffic sourced in the Internet and destined to Red-
IRIS), of one week for one of the backbone links, which we
have found to be representative of the phenomenon.

In Fig. 2 we have plotted the link utilization, instead of
bandwidth consumption. Note that such values are linearly
related by the capacity of the link, i.e., utilization = band-
width/capacity. Plotting utilization values facilitates the
comparison between different days and universities. In
addition, it provides evidence that the utilization values
are always under reasonable thresholds (say 60% [16]).
Therefore, the links are not congested, which means our
analysis is not influenced by clipping of traffic peaks reach-
ing the link capacity. Therefore, we safely work under the
free traffic hypothesis [17], which allows unbiased charac-
terization irrespective of the link capacity. Consequently,
assuming such an initial state when we deploy our pro-
posed methodology in a network and that the manager
takes into consideration the alerts placed by the algorithm,
the network should not present saturation during long
periods of time and the free traffic hypothesis should re-
main valid.

3. Multivariate normal model for daily traffic

In this section, we present our multivariate model for
network daily traffic load, and show practical evidence of

its applicability. We assume that the network measure-
ments to model come from SNMP reports at 5 min granu-
larity due to its popularity, or instead come from another
measurement methodology but using the same format.
This model was first introduced in [18], and takes advan-
tage of the apparently invariance of the daily traffic pattern
shape for working days presented in Section 2.2. The meth-
odology for the model validation is presented in Section 3.2,
and the corresponding results can be found in Section 3.3.
Finally, a discussion of the results concludes this section.

3.1. Description of the multivariate normal model

From the overview of the RedIRIS daily traffic pattern,
we can clearly differentiate between weekdays and week-
ends. The former have a clear day-night pattern, which is
influenced by the number of users being active (sending
or receiving traffic) at the different times of the day. On
the contrary, the weekends have a nearly flat, less utilized
daily pattern, which supports the hypothesis that such
traffic is mainly due to standalone applications, with no
user interaction. Accordingly, we remove weekends, sum-
mer and Christmas holidays, national and regional holidays
and eventually examination periods. Thus, we only con-
sider working days, which are more interesting for traffic
engineering purposes.

The model assumes that measurements of the same
interval during different days come from the same (at first
hand unknown) probability distribution. We base such an
assumption in the fact that the shape of the traffic pattern
does not show significant variation with time. Conse-
quently, the differences between the measurements in
the same measurement interval of different days should
be small (if there is no change in the users’ behavior). How-
ever, such probability distribution does not have the same
parameters between different measurement intervals of
the same day, for instance at 12:00 a.m. and at
12:00 p.m. Therefore, a multivariate distribution to model
the daily network load seems to be reasonable, with each
measurement interval having its own parameters.

However, the number of different measurement inter-
vals per day with the default SNMP time granularity of
the reports (5 min, which results in 288 measurements
per day) is too large. Actually, a 288-variate model is not

Table 1
Relevant data from the links contained in the dataset (incoming/outgoing).

Link type Average
load (Mbps)

Average
number of users

University 31.51/19.20 19,346
Backbone 437.34/344.61 171,988
eXchange 1101.40/818.17 1,000,000
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Fig. 2. Time series representation of the utilization of a RedIRIS link for a whole week.
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analytically tractable [19]. In order to make the model
more manageable, we averaged the load values into 16 dis-
joint intervals of 90 min (i.e., we average 90/5 = 18 SNMP
samples to form each of the vector components). The rea-
sons to choose such averaging period are manifold: first,
we need the averaging period to be a multiple of the mea-
surement granularity and a divisor of the number of min-
utes in a day; second, chances are that data are missing
in the 5 min timescale, but having 18 consecutive 5-min
interval samples missing is unlikely. Note that if all mea-
surements from an averaging interval are missing, we
place an alert to the network manager (the link may be
down), and then remove the whole day from the sample,
because the Gaussian vector is incomplete3; third, the dif-
ferent measurement points may not be synchronized. A
timescale of 90 min is coarse enough to circumvent this
problem, as stated in [9]; fourth, the averaging process re-
duces the bias that outliers and measurement errors intro-
duce to the results; last, but not the least, the assumption
of fairly Gaussian Internet traffic holds when there is enough
temporal aggregation of the measurements [20–22]. Conse-
quently, in addition to simplifying the model, we obtain a
reasonable distribution for the averaged samples (however,
we take the fairly normal distribution only as an hypothesis,
and show practical evidence of the validity of such assump-
tion in the remaining of the section).

After the preprocessing step, which removes the holi-
days and incomplete day-vectors, the dataset contains
more than 300 samples per link and direction, each of
them representing a day worth of traffic data that we mod-
el with a 16-variate Gaussian distribution. Note that this
preprocessing step can be done in an on-line fashion, be-
cause the days to be removed are known in advance. Final-
ly, Fig. 3 shows the time series of the average daily
utilization pattern of the RedIRIS network with the 16 se-
lected intervals presented in Table 2.

To summarize, we present the assumptions relevant to
the model in the following bullet list:

� The daily traffic-pattern shape can be regarded as short-
term invariant.
� The utilization of the links is always below critical lev-

els, e.g., 60%. That means that we safely work under the
free traffic hypothesis.
� Measurements from the same interval during different

days come from the same probability distribution.
� The parameters of such distribution depend on the

actual interval of measurement.
� The Gaussian distribution is appropriate for modeling

the average load in such intervals (this assumption is
validated in Section 3.3).

3.2. Methodology

To validate the applicability of the model to network
traffic inferences, we have performed several verifications
of the fairly Gaussian assumption. More specifically, we
have adopted the methodology used in [21] to verify the
fair normality of the marginal distributions of our multi-
variate model. In addition to this, we have also tested for
multivariate normality (MVN). This is necessary because
the fact that several variables have univariate normal dis-
tributions does not imply that they jointly have normal
distribution [23]. In what follows, we briefly describe the
normality tests applied for both univariate marginal and
the joint multivariate distributions.

Van de Meent et al. [21] have shown that the linear cor-
relation coefficient c between the order statistics of the
sample and the corresponding normal quantiles of the
model distribution (i.e., a normal distribution with param-
eters estimated from the sample) is, roughly speaking,
equivalent to the Kolmogorov–Smirnov (KS) test for testing
univariate normality, i.e., if c > 0.9, then the null hypothe-
sis of normality cannot be rejected by the KS test at signif-
icance level 0.05. We have followed such approach and
calculated the coefficient c for each of the 16 univariate
normal distributions according to our model. To compute
c, let x1,x2, . . .,xn be a univariate sample of size n. Let �x
and s2 be the unbiased estimates for the sample mean
and the sample variance, i.e., �x ¼ n�1Pn

i¼1xi and
s2 ¼ ðn� 1Þ�1Pn

i¼1ðxi � �xÞ2. Define x(i), i = 1,2, . . .,n as the
order statistics of the sample, i.e., x(1) < x(2) < � � � < x(n), and

qi their corresponding quantiles given by qi ¼ U�1 i
nþ1

� �
,

where U�1 is the inverse of the normal cumulative distri-
bution function with mean �x and variance s2. Denote by �q
the mean of the quantiles, then the linear correlation coef-
ficient c is given by:

c ¼
Pn

i¼1ðxðiÞ � �xÞðqi � �qÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1ðxðiÞ � �xÞ2

Pn
i¼1ðqi � �qÞ2

q : ð1Þ

Regarding MVN, we have selected Mardia’s multivariate
skewness and kurtosis coefficients b1,p and b2,p [24] to
measure deviations from MVN. The main reasons to select
these statistics are their affine invariance property and
tractability. Moreover, Mardia has shown that the signifi-
cance of the normal theory tests of mean vectors and
covariance matrices is adversely affected by skewness
[25] and kurtosis [26], respectively, i.e., having a large
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Fig. 3. Time series representation of the average utilization pattern of the
RedIRIS network (solid line) and time divisions according to the multi-
variate model (vertical dashed lines).

3 Alternatively, the network manager could decide to apply missing
value techniques such as replacing with the mean value of such vector
component of the cluster.
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skewness (kurtosis) deviation from normality adversely
affects the false positive rate of normal theory tests applied
to the mean vector (covariance matrix). Therefore, we can
assess fairly MVN by using these tests and, in addition, this
can shed light on the suitability of our multivariate model
for making inferences about the mean vector and the
covariance matrices. Let y1,y2, . . .,yn be a p-dimensional
random sample of size n, then Mardia’s multivariate coef-
ficients for skewness and kurtosis are given, respectively,
by:

b1;p ¼
1
n2

Xn

i¼1

Xn

j¼1

r3
ij and b2;p ¼

1
n

Xn

i¼1

r4
i ; ð2Þ

where n > p and

rij ¼ ðyi � �yÞT S�1
n ðyj � �yÞ; r2

i ¼ ðyi � �yÞT S�1
n ðyi � �yÞ; ð3Þ

�y ¼ 1
n

Xn

i¼1

yi; Sn ¼
1
n

Xn

i¼1

ðyi � �yÞðyi � �yÞT ; ð4Þ

where xT is the transpose vector of x. For convenience of
applying existing statistical tables, the following standard-
ized forms are used in practice [24]:

sb1;p ¼
nb1;p

6
!d v2

df ;

sb2;p ¼
b2;p � pðpþ 2Þðn� 1Þ=ðnþ 1Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8pðpþ 2Þ=n
p !d N ð0;1Þ; ð5Þ

where df = p(p + 1)(p + 2)/6 are the degrees of freedom of
the v2 distribution and !d means convergence in distribu-
tion (n ?1). Therefore, large values of b1,p and jb2,pj (be-
cause this second test is two-sided) indicate non-MVN.

3.3. Results of the model validation

To apply the above-mentioned techniques, we have
preprocessed the data set described in Section 2.1 accord-
ing to the restrictions presented in Section 3.1 (removal of
holidays and incomplete day-vectors).

We have then computed the linear correlation coeffi-
cient c using all the measurement campaign samples in
each direction of each link. The results were very poor,
and the univariate normality was rejected for all the mar-
ginal distributions. However, this does not imply that the
model is inappropriate, but that the parameters may be
changing with time, i.e., the sample is non-stationary. In
spite of this, we can assume that the traffic is short-term
stationary [27], i.e., that the parameters of the underlying

distribution remain nearly stable for a short period of time,
say 20–30 days, and accordingly apply the normality tests
to subsamples of that size. For this reason, we have divided
our sample into subsamples of size n = 20 day-vectors,
which is equivalent to a period of 25–28 natural days (that
is because we rule out holidays). Consequently, we com-
puted the c coefficient for each subsample marginal distri-
bution, and the results are shown in Fig. 4(a), where we
have plotted the cumulative distribution function of the c
value of such marginal subsamples.

With regard to MVN, as it is well-known that if non-
normality is indicated for one or more of the variables,
MVN can be rejected [28, p. 133]. Hence, we do not verify
MVN neither for the whole dataset nor for those of the
above-mentioned subsamples in which any of the mar-
ginal distributions was deemed non-Gaussian. To properly
apply the corresponding standardized values of the statis-
tics for testing multivariate skewness and kurtosis, we can-
not use the corresponding limiting distributions, because
the size of our samples is small. Therefore, we ran
N = 100,000 Monte Carlo simulations on N independently
generated samples Z � N pð0; IpÞ of size n = 20 to estimate
the critical values of the standardized forms of the statis-
tics, where 0 is a vector of 16 components all equal to 0,
and Ip is the identity matrix of rank p = 16. These critical
values are summarized in Table 3 for three different signif-
icance levels.

In this table, cv sb1;p refers to the critical value for the
standardized value of b1,p. Values of sb1,p larger than
cv sb1;p indicate skewness in the sample. On the other hand,
cv sb2;p lower and cv sb2;p upper are the critical values for the
two-tailed test for kurtosis. Values of sb2,p smaller than
cv sb2;p lower or greater than cv sb2;p upper indicate kurtosis
in the sample.

We have presented in Fig. 4(b) the results of the statis-
tical tests when applied to our dataset. We show in the x-
axis the value of sb1,p whereas in the y-axis we can find the
values of sb2,p. Each subsample is represented by a � sym-
bol for the incoming direction or by a � symbol for the out-
going direction. We have represented with straight lines
the thresholds given by the critical values at the signifi-
cance level a = 0.01. The percentage of tests indicating
rejection of the null hypothesis are presented in Table 4,
where we show the results of the Skewness test, the Kurto-
sis test and the combination of both.

3.4. Discussion of the results

The results for the univariate normality test shown in
Fig. 4(a) give evidence that the performance in the incom-
ing and outgoing directions is nearly the same, as the cor-
responding lines for each direction are partially
superimposed. In both of them, it can be seen that for more
than 80% of the cases studied, the goodness-of-fit measure
c was above the threshold 0.9. Such results are close simi-
lar to those of [21], so we can obtain a similar conclusion,
i.e., the 16-variate traffic load vector components, when
considered separately, can be deemed as fairly Gaussian.

Regarding MVN, Table 4 shows that the model fits bet-
ter to the incoming direction of traffic. This is a conse-
quence of the larger aggregation of the incoming traffic,

Table 2
Correspondence between vector components and time of day.

Vector
component

Time
interval

Vector
component

Time
interval

1 00:00–01:30 9 12:00–13:30
2 01:30–03:00 10 13:30–15:00
3 03.00–04:30 11 15:00–16:30
4 04:30–06:00 12 16:30–18:00
5 06.00–07:30 13 18:00–19:30
6 07:30–09:00 14 19:30–21:00
7 09:00–10:30 15 21:00–22:30
8 10:30–12:00 16 22:30–00:00
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as shown in Table 1. When taking both directions into ac-
count, Table 4 shows that MVN can be rejected for approx-
imately 10% of the cases.Although we cannot assume that
the multivariate model is totally accurate, there is an evi-
dence based on the results that fairly MVN can be ac-
cepted. Moreover, we can see from such results that our
model is suitable for applying multinormality inference
to the mean vector (e.g., the MBFP procedure), because
the percentage or rejections for the skewness tests
(4.17%) is small and therefore the significance of the mul-
tinormality theory tests for mean vectors [25] will not be
severely affected. The same conclusion can be drawn by
having a look at the percentage of rejections for the kurto-
sis tests (6.25%), which in turn evidences that the signifi-
cance of multinormality theory tests for covariance
matrices [26] will not be affected drastically.

With regards to outstanding peaks or non sustained
congestions, e.g., ‘‘flash crowds’’, that may spoil the nor-
mality of the data, we note that the effect of such undesir-
able situations is absorbed by the averaging process
applied in the preprocessing step of the model.

All in all, we note that the fair normality assumption
cannot be rejected for the majority of the subpopulations

in the univariate case, and the fair MVN assumption also
seems to be correct, so the fair MVN hypothesis of the pro-
posed model can be accepted.

4. On-line load change detection algorithm

In the validation of the multivariate model we con-
firmed that the whole dataset does not follow a normal
distribution, whereas small subsamples of it actually do.
This fact suggest that the parameters of the normal distri-
bution may be changing slowly with time (i.e., short-term
stationarity). This section presents an on-line load change
detection algorithm, aimed at identifying changes in traffic
loads when monitoring Internet links. Such algorithm was
first introduced in [18] and produces an alert when a sus-
tained and statistically significant change has been de-
tected. Then, the network manager verifies the change
and takes action if the change is truly relevant. Our algo-
rithm uses a two-step approach to detect the change
points: first, a clustering technique for selecting potential
change points is applied; then a sound statistical method-
ology is used to determine whether changes are casual or
they define a breakpoint between stationary regions. Be-
fore describing the proposed algorithm in Section 4.2, we
introduce the applied methodology in Section 4.1. Then,
we validate the behavior of the algorithm with syntheti-
cally generated time series, showing the results in
Section 4.3.

4.1. Methodology

In this section, we first present the clustering technique
that has been adopted and then provide a brief introduc-
tion to the statistical methodology, namely the Behrens–
Fisher Problem. The selected clustering algorithm is k-
means [29], which is a two-step iterative algorithm that
finds the clusters by minimizing the sum of the squared
distances to a representative, which is called centroid.
The input to the algorithm is the number of clusters k
existing in the dataset (in our algorithm we always look
for two clusters). The choice of k-means for our on-line
algorithm is due to the ease of adding a new instance to
an existing model. To do so, it is only necessary to compute
the distance from the new instance to the existing
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Fig. 4. Normality test results: (a) Univariate normality results; (b) Multivariate normality results.

Table 3
Critical values for the statistical tests for multivariate skewness and
kurtosis.

Significance level (a) cvsb1;p
cvsb2;p

Lower Upper

0.10 695.7828 �0.0040 0.0054
0.05 708.6464 �0.0046 0.0069
0.01 732.4614 �0.0054 0.0100

Table 4
Percentage of rejection of the multivariate skewness and kurtosis tests.

Direction Rejection ratio

Skewness
test (%)

Kurtosis
test (%)

Either skewness or
kurtosis (%)

Incoming 2.80 4.60 6.54
Outgoing 5.88 8.24 14.12
Both 4.17 6.25 9.90
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centroids, and then recompute the centroid for the cluster
the new instance is assigned to. Finally, if the centroids
have changed, k-means is applied again from a quasi-opti-
mal solution, so the algorithm finds the new centroids fas-
ter than the first time. On the other hand, in order to obtain
clusters that are adjacent in time (i.e., all samples of the
cluster being sequential in time and not out of order), the
UNIX initial timestamp of the last sample of the day is in-
cluded as an additional vector component.

In order to verify that the obtained clusters are actually
different, we have applied the Multivariate Behrens–Fisher
Problem (MBFP). The MBFP is the statistical problem of
testing whether the mean vectors of two multivariate
Gaussian distributed populations (X(1),X(2)) are the same
(null hypothesis, called H0), for the case of unknown
covariance matrices. Assuming homogeneity of the covari-
ance matrices would allow applying simpler models, such
as MANOVA. However, the homogeneity of covariance
matrices is a strong assumption that indeed is not verified
by the data. This motivates the application of the MBFP
whose sole assumptions are that XðiÞ � N pðlðiÞ;RðiÞÞ;
i ¼ 1;2; i.e., the samples of population i come from a
p-variate normal distribution with mean vector l(i) and
covariance matrix R(i). To solve this problem, the
Hotelling’s T2 statistic given by

T2 ¼ n
YS�1

y YT

n� 1
n� p

p
� F ð6Þ

is used, where Y is a p-dimensional vector Y = (y1,y2, . . .,yp)
of the means of the differences between both populations
(X(1),X(2)), assuming both populations are of equal size n
[30], and Sy is the unbiased estimation of its covariance
matrix as given by (4). This statistic follows a F-distribu-
tion with p and n � p degrees of freedom under H0. How-
ever, when the sample sizes are not the same, a
transformation is needed before computing the T2 statistic
[30, Section 5.6]. We note that such test is suitable when
using our multivariate model because we have shown, in
Section 3, that the skewness of our sample (which is the
deviation from normality that mostly affects hypothesis
testing procedures for normal mean vectors) is typically
under the bounds allowed by the statistical test.

The MBFP assumes that the data come from multivari-
ate normal distributions. In order to trust in the results
of the MBFP test, we have to make sure that our data is
multivariate normal. Although we have assessed the
MVN of our model in the previous section, it was shown
that in some cases such assumption could be rejected. Con-
sequently, we apply the same analytical tests described in
Section 3.2 to both clusters before applying the MBFP.
Although it is necessary to test the MVN assumption before
each application of the MBFP test, these tests are light-
weight and can be performed on-line very fast. If the
MVN condition does not hold, the distribution of the T2 sta-
tistic under the null hypothesis may differ from the central
F-distribution, and thus the probability of rejecting the
null hypothesis when it is actually true would be different
(Type I Error). Therefore, we warn the network manager
whenever this happens, in order not to blindly trust the
output of the algorithm.

4.2. Description of the algorithm

Our on-line load change detection algorithm aims at
identifying whether the detected change point represents
a breakpoint between two different stationary behaviors
of the link load. More specifically, we wish to assess if a
change in the mean vector has occurred. Once detected,
the change points are reported to the network managers
to let them know that potential anomalies may have hap-
pened. The first step in our algorithm is to preprocess the
measurements in order to obtain daily samples according
to the multivariate model presented in Section 3.1.

We do such preprocessing in an on-line fashion, obtain-
ing a day-sample after all the measurements of a day have
been collected, which we add to the sample set S. When
we have enough day-samples (#S P 34), we apply the k-
means technique looking for two clusters. If the reported
clusters are suitable for the algorithm, i.e., each one with
at least 17 samples (meaning two potential sustained
change-free regions), we mark as a potential change point
between the reported clusters. Once a potential change
point is found, we apply the MBFP statistical hypothesis
testing procedure to the reported clusters after testing
for MVN. Even if the MVN assumption does not hold (i.e.,
the MVN tests reject the null hypothesis) the algorithm
continues to the following step, and applies the MBFP test
to the populations. However, the network manager is
warned about this fact to be aware of the potential inaccu-
racy. Finally, if the MBFP test rejects the null hypothesis of
equality of means, an alert is placed to the network man-
ager that indicates a sustained and statistically significant
change point, and the oldest cluster is removed from the
sample set. The flowchart of Fig. 5 summarizes the work-
flow of the algorithm.

4.3. Validation of the algorithm

To assess the performance of the load change detection
algorithm, we have tested it with synthetically generated
data. Such data allow us to verify whether the algorithm
is detecting the changes properly, because we know
beforehand where the changes are located. The synthetic
datasets generated to test the algorithm can be classified
into two different groups, depending on whether they have
changes or not. In what follows we describe the datasets
and show the results of the performance evaluation. The
datasets are N 16-dimensional normal distributed vectors,4

with N = 9000, which is large enough to assess the validity of
the obtained results (note that a sample of N = 9000 is equiv-
alent to analyzing approximately 25 years of data in our
algorithm).

4.3.1. Datasets with no changes
We have generated four datasets with no changes, i.e.,

all the samples in the dataset have the same mean vector.
Even in this case, there is always the chance of detecting a
change anyway, thus having false positive (FP) alarms.
These FP can be controlled with the significance level a,

4 All the vector components are independent of each other.
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which is the probability of rejecting the null hypothesis
(that is, detecting a change) even though there is no change
in the data (Type I Error). The purpose of these datasets is
to evaluate the FP rate under no changes, which asymptot-
ically must approach the probability of Type I Error,
namely

PðType I ErrorÞ ¼ Pðreject H0jH0 is trueÞ ¼ a

¼ lim
M!1

# of rejections
M

; ð7Þ

where M is the total number of tests performed in datasets
that fulfill H0.

Description of the datasets. These datasets are obtained
through four different affine transformations on four differ-
ent random samples of size N distributed according to a
standard 16-variate normal distribution. The applied trans-
formations have been chosen in order to obtain: (i) a sam-
ple where all the vector components have the same mean
and variance: All Equal (AE) dataset; (ii) a sample where
each vector component has a different mean, but their vari-
ances are the same: Means (M) dataset; (iii) a sample where
each vector component has the same mean but a different
variance: Variances (V) dataset; and (iv) a sample where
each vector component has different values for the mean
and variance: Means–Variances (MV) dataset. Even though
different vector components may have different values for
the mean and/or the variance, such values are held for all
the N realizations of such vector components.

Results. We have measured the false positives ratio
(FPR) given by (7) for different significance levels a (see
Fig. 6). The results show that the FPR of each dataset is al-
ways below the significance level used in the tests. Such
FPR remains almost negligible for significance levels smal-
ler than a = 0.06. Thus, we have a large interval of possible
significance levels with good performance. Significance
levels above 0.06 experiment an increase in the FPR, but
also the FPR range remains smaller than the theoretical
one. The differences in the performance of the algorithm
for the four different datasets are not relevant, because
these differences are mainly due to random number
generation issues (we have confirmed this by applying
different transformations to the same random sample).

4.3.2. Datasets with staggered increments
As the aim of the algorithm is to detect changes in the

load, and after confirming that there is a low FPR, a valida-
tion with controlled changes follows. Consequently, we
have generated two different datasets with staggered
increments of duration one and three months, i.e., the dis-
tribution of the samples remains the same for one (three)
month(s), after which the mean is increased. We note that
this kind of growth is the most significant for the capacity
planning task [31], because linear increments are easily
tracked by classical time series analysis [32], consequently
a forecast of upgrading times when there is linear tendency
is straightforward. This can be accomplished by fitting a
time series model to the data (for instance an ARIMA mod-
el [9]) and then predicting when the time series will be
above a given threshold [11]. However, the staggered
increments represent a sudden change of load that is
worth being investigated by the network manager.

Description of the datasets. The growth rate for the
monthly staggers is chosen such that effective annual
growth is around 90%, which is in accordance with popular
reports about the Internet traffic growth [33]. Hence, the
monthly growth is approximately 6%. The quarterly
growth has also been set to approximately 6%, on attempts
to make the obtained results comparable, i.e., we have
longer periods without changes in the quarterly growth
dataset, but the size of the staggers (which is relevant for
our algorithm) are the same in both time series. Accord-
ingly, the theoretical number of changes that should be de-
tected with the algorithm in the Monthly Increments (MI)
dataset is 300 and in the Quarterly Increments (QI) dataset
is 100.

Results. In Fig. 7(a), we show the number of detected
changes on the MI data as a function of the significance le-
vel of the performed tests. Note that an increase in the sig-
nificance level implies that the test is comparatively less
restrictive and the critical region is larger, resulting in
more detected changes. This figure shows very promising
results, because the number of detected changes is in the
range 295–310, while the correct value is 300. In addition,
the number of false negatives is small for all the signifi-
cances tested.

Fig. 5. Work-flow of the on-line algorithm. The starting point is defined in the ‘‘Measurement of a new day’’ box.
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Fig. 7(b) presents the same information but for the QI
data. We note that the algorithm performance decreases.
There is no significance level at which we detect exactly
the same number of changes that are theoretically in the
dataset. In addition, the false positives have enlarged,
being now greater than 50. With significance values larger
than 0.06 we detect more than 300 changes, meaning that
for every theoretical change, we alert for 3 detected
changes. We will shed light on the causes of this misidenti-
fication in Section 4.3.3 by inspecting the results at a fixed
significance level.

4.3.3. Analysis at fixed significance level
We now further inspect the results of the validation, but

with a fixed value for the significance level. The value se-
lected for the significance level is a = 0.05, as it is the most
commonly used value. By making the significance level
fixed, we can apply the analysis of the Hotelling’s T2 statis-
tic presented in Appendix A. In addition, we can present
graph plots of the clusters found and inspect the reported
change points. On those graphs, we plot the values of the
projection in one vector component, using different color
and marker combinations to differentiate the change-free
regions according to the results of the algorithm. Further-
more, we mark with a straight horizontal line the mean
of all the values within a change-free region, which makes
it for judging the validity of the reported change points. As

the amount of points generated for each vector component
is huge, we will focus on certain regions of the plots that
we have found to be relevant for the validation.

Datasets with no changes. To analyze the reported
changes when the input dataset has no changes in theory,
we focus on the AE dataset.

In Fig. 8(a), we show the change-free regions found by
the algorithm using different color-marker schemes in
the first 300 samples of the AE dataset. Although the sam-
ples are concentrated around the true mean (100), the
algorithm detected some change points. This happens be-
cause we are applying a statistical test, whose confidence
level can be interpreted as the FPR in the limit.

The change points reported by the algorithm in this
dataset can be due to the following reasons: (i) the algo-
rithm found one cluster with mean above the theoretical
value followed by a cluster with mean under the theoreti-
cal value (or vice versa). This can be easily seen between
the first two change-free regions in Fig. 8(a); (ii) the
weighted sum of the differences in all the vector compo-
nents is above F1�a0

p;N�p (Appendix A). To illustrate this fact,
we present in Fig. 8(b) the same zoom area for vector com-
ponent 2. The differences between the last two change-free
regions on Fig. 8(a) and (b) (the dots (�) around sample 200
and the circles (�) on its right) are very small, but the addi-
tion of these differences through all the variables produces
a change point (this is in fact an advantage of the statistical
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procedure used in our algorithm: MBFP tests for differ-
ences in the mean taking into account the variations in
all the vector components at the same time).

Datasets with staggered increments. These datasets are
designed to be invariant both in mean and variance for a
fixed period of time, after which the value of the mean is
increased. Consequently, in these regions without changes
we are in the same case as in the AE dataset. We therefore
inspect each stair of the dataset from the point of view
used for the dataset with no changes.

The clusters in the final samples of the MI and QI data-
sets (sample 8000 and above) are easily identified by the
algorithm, as the differences between those clusters are
large enough due to the increment by percentage in each
theoretical change point. Therefore, we will zoom in the
beginning of the datasets and focus on the first samples
(the four first change-free regions). Such regions are de-
picted in Fig. 9(a) for the MI dataset and Fig. 9(b) for the
QI dataset, where we have placed vertical lines in the time
instants where the theoretical change points are located.

As can be seen in the figures, the variance of the sam-
ples is large enough (compared to the mean value) to make
samples in different theoretical change-free regions (there-
fore with different means) to be indistinguishable in some
cases. For instance, consider the first change-free region
(under sample 30) of Fig. 9(a). The circle (�) samples in this
region are generated with the same mean as the dot (�)
ones. However, these circle samples resemble more to
those circle samples in the second change free region (be-
tween samples 30 and 60) than to the dot ones with the
same theoretical mean. This is detected by the algorithm
through the clustering technique, which divides the first
region before the theoretical change. As the difference be-
tween the means is truly significant, the MBFP procedure
detects it and a change point is reported between these
clusters. That is a visual example that shows how the algo-
rithm misses the true location of the change point between
those regions, which we have also observed in other in-
stants of the dataset. This rationale explains all the false
positives detected by the algorithm, that under small var-
iance samples or with a more restrictive significance value
would have been detected in the right time instant. How-
ever, if we pay attention to the second change-free region,

we find that there are no significant differences between
the two clusters found by the algorithm when inspecting
them visually. Note from Appendix A that the detected
change point between these two clusters is also due to
the differences in the means of the remaining vector com-
ponents, although apparently in this component there is no
change.

In the QI dataset Fig. 9(b), in each theoretical change-
free region our algorithm reported several change points.
The reason for the detection of these extra change points
is the same pointed out for the AE dataset, as the extra
change points are detected within a theoretical change-
free region, where the mean and the variance remain con-
stant. On the other hand, there are some theoretical change
points not reported by the algorithm (for instance the one
in sample 270). The explanation for this misidentification
is the same as in the MI dataset, i.e., the variance of the
samples is high compared to their mean.

Consequently, if we focus on the detected change points
that cannot be attributed to the inherent FPR of the statis-
tical test given by its significance, the performance of our
algorithm with different kinds of datasets is satisfactory
because the number of change points detected is approxi-
mately the same than in our ground truth datasets. There is
still a little deviation in the location of the change points,
but such deviation is small enough compared to the length
of the change-free regions (we have location errors smaller
than 5 days, whereas the change-free regions are larger
than 25 days in average), and therefore its effect is not
truly relevant for traffic engineering tasks performed by
network managers. Actually, the aim of our change point
detection technique is to identify links with a changing sta-
tionary traffic behavior and not sudden load increases,
which are usually detected with threshold-based manage-
ment systems.

5. Change point analysis with real network
measurements

In this section, we present the results of applying our
change point detection methodology of Section 4 to the
real network measurements of Section 2.1. Table 5
summarizes the number of tests performed and alerts
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generated by our algorithm when applied to such dataset,
which is three-year long. The second column shows the
number of times the MBFP testing methodology was ap-
plied. This is the number of times that the clustering algo-
rithm found potential change points. The third column
shows the number of times an alert was generated, i.e.,
the number of times the null hypothesis of equality of
means was not satisfied. The values on the left of the slash
refer to the incoming direction, and the ones on the right to
the outgoing direction.

The advantage of our on-line algorithm to network load
detection is that it decreases the OPEX by reducing the hu-
man supervision. We remark that our algorithm produces
an alert only in case a stationary change in the load hap-
pens. The rest of the time the link is considered normal
and no intervention from the network manager is required.
Taking into account the duration of the measurement cam-
paign, our algorithm placed less than 13 network load
change alerts requiring human supervision in a period of
more than 750 days (including holidays), which means a
load change nearly every two months in average. We also

show in Table 6 the average values for both the number
of tests and the number of alerts in both directions, when
grouped by link type, and the total average of such
quantities.

To illustrate these results, we present in Fig. 10 the ob-
tained clusters using the color-markers scheme of Sec-
tion 4.3 for different links. More specifically, we show the
results for the time interval 10:30–12:00 (variable 8), be-
cause it is the busiest interval. Fig. 10(a) and (b) shows
the results for U1 for the incoming–outgoing direction,
respectively. Fig. 10(c) and (d) shows the results for B1

and finally Fig. 10(e) and (f) shows the obtained clusters
for X1. We have selected these links because we have found
them to be representative.

As it turns out, nearly all the clusters obtained by the
algorithm and shown in the figures are reasonable. How-
ever, there are some reported clusters that do not seem
to have been properly detected. It is worth recalling the
rationale followed in the validation of the algorithm, i.e.,
that a reported change point can be due to differences in
different variables than the one shown.

To further analyze the results of the change detection
algorithm, we created a binary time series with the change
points reported by the algorithm for each direction of each
university link. Such time series has a 0 value during a
change-free region (where we have also included holi-
days), whereas the change point instant is marked with a
1. For each of these time series, we have computed the
Sample Autocorrelation Function (SACF) to find possible
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Fig. 9. Zoom to the first four change-free regions of the 1st vector component with delimitation lines for the theoretical change points: (a) MI dataset; (b) QI
dataset.

Table 5
Results of the on-line algorithm (incoming/outgoing).

Link Number of tests Number of alerts Link Number of tests Number of alerts

U1 68/130 12/9 U2 112/75 10/12
U3 64/84 11/11 U4 79/59 10/12
U5 62/75 13/11 U6 108/61 10/11
U7 86/57 10/11 U8 73/84 10/10
U9 68/76 13/11 U10 82/94 11/13
B1 85/89 11/10 B2 98/85 8/9
B3 56/76 11/12 B4 59/57 12/11
B5 123/88 10/11 X1 65/102 11/12
X2 67/67 11/12 X3 103/75 9/11

Table 6
Average of the on-line algorithm results (incoming/outgoing).

Link type Number of tests Number of alerts

University 80.20/79.50 11.00/11.09
Backbone 84.20/79.00 10.40/10.60
eXchange 78.33/81.33 10.33/11.66
Total 80.94/79.67 10.72/11.06
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periodicities. Furthermore, in order to assess whether an
autocorrelation coefficient ac at a given lag l0 is significant,
we have also delimited the 99% confidence interval for the
null hypothesis H0: ac(l0) = 0 with horizontal straight lines.
Therefore, those lags l with ac(l) outside this region signif-
icantly differ from 0. We show in Fig. 11(a) an example of
the results from link U1, as we have found it to be represen-
tative of the set of SACF. In that figure, we see that there is
some periodicity in the binary change point time series,
because there are significant autocorrelation coefficients
at lags approximately multiple of 50. However, such peri-
odicity does not mean that the changes in the load are peri-
odic, but that the restrictions of the algorithm (i.e., that the
changes must be sustained for more than two weeks) affect
the randomness of the time between change points. There-
fore, we can conclude that the changes in the load are not
subjected to certain relevant events, like the change be-
tween months or academic seasons.

In addition, we also computed the Sample Cross-
correlation Function (SXCF) between the incoming and

outgoing directions of each university link. The results
show that only 3 out of the 18 total links have no signifi-
cant cross-correlation coefficient xc within 5 lags, deter-
mined by the same criteria used with the SACF. This
means that the changes in the loads of the incoming and
outgoing directions of the same link are usually correlated,
and are detected by the algorithm within a small difference
of days. Such result is expected, as the main important
facts impacting the load of a link are traffic engineering
tasks, such establishing/changing routes or upgrading link
capacities, and variations in the number of users accessing
the network or in the intensity of usage. On the other hand,
we envisage that when the changes are asymmetric (i.e.,
there appears a change in one direction but not in the other
one), such changes are mainly due to shifts in the way the
users access the network or their preferred applications
(behavioral changes). For instance, some Internet users
are gradually moving from P2P applications, where re-
ceived and sent traffic are approximately in the same order
of magnitude, to one-click hosting services, where large
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Fig. 10. Change points found by the on-line algorithm on the time interval 10:30–12:00: (a) Incoming direction of link U1; (b) Outgoing direction of link U1;
(c) Incoming direction of link B1; (d) Outgoing direction of link B1; (e) Incoming direction of link X1; (f) Outgoing direction of link X1.
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amounts of traffic are downloaded whereas the uploaded
traffic is negligible for the most of the users [34]. An exam-
ple of the SXCF is shown in Fig. 11(b) again for university
U1. We show in that figure only the range of ±20 lags from
the origin, which is enough given the periodicity exhibited
by the SACF shown in Fig. 11(a).

6. Network management based on relevant events

In this section we present a network management sys-
tem that uses the change point detection algorithm, i.e., it
shows the relevant events that potentially need action by
the network manager. We develop an alert color code to
differentiate the importance of the detected changes,
which allows us to create weather maps of the operator’s
network showing the most conflictive links that may be
eligible for capacity planning and traffic engineering tasks.
As it turns out, when the algorithm detects a change point,
it only reports its location, but not any measure of its rel-
evance. Obviously, the impact of a change in the load in
the busy hour is not the same as if the change is produced
in the midnight. To differentiate such changes, once our
algorithm has detected a change point, we apply a univar-
iate normality test for the differences in the means of each
variable of the reported clusters. We do so because the
MBFP methodology does not distinguish between vari-
ables, but takes the overall effect into account. As a conse-
quence of the multiple testing, we apply the Bonferroni
correction to maintain the familywise error rate, thus set-
ting the corrected significance level to ac = a/p, where a is
the desired probability of Type I Error and p is the number
of tests, that in our case equals the dimension of the distri-
bution. For those univariate tests, we use the Welch’s t test
[35], which is the most widely used approximation to the

Behrens–Fisher Problem in the univariate case. These mul-
tiple tests determine which of the variables has experi-
enced a change. Consequently, we can establish an alert
color code, depending on which variables are known to
have a change in their means and taking into account the
daily pattern of the link Fig. 2.

The alert color code contains five different colors. The
variables and time intervals such colors are related to are
presented in Table 7. Consequently, when we detect a
change point, and this is motivated by a change in the vari-
ables where the load is higher, we mark such link with red
color, we do the same using orange when the change is in a
medium load variable, and using yellow when the load is
low (during nighttime). Finally, if there is no change point,
we mark the link as green, meaning that it remains stable.
When we encounter a conflict, i.e., changes happening in
two or more variables with different color codes, we mark
the link with the most restricting color, i.e., we use the col-
or assigned to the change in the variable with higher load.
In addition, chances are that no significant change is de-
tected by the Welch’s t test with the Bonferroni correction
(for instance, if the change where due to small differences
in all the vector components). If this happens, we mark the
link using a blue color.

Note that the links marked with a color different than
green would require human supervision. Once the network
manager becomes aware of the alert, it can be disabled be-
cause either the change is not considered relevant enough
to take any action or the actions have already been carried
out. To illustrate the alert based system, an example of
such map is presented in Fig. 12 using the RedIRIS network
architecture showed in Fig. 1. In this example, one link is
marked with red color, meaning that in the corresponding
link, a change in a variable with high load was detected.
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Fig. 11. Correlations functions of the binary time series (including holidays): (a) Sample Autocorrelation Function (SACF) of the outgoing direction of U1. (b)
Sample Cross-correlation Function (SXCF) between the incoming and outgoing direction of U1.

Table 7
Alert color code for network surveillance.

Color Meaning Variables Time period

Red Change in a high load variable 7–9 09:00–13:30
Orange Change in a medium load variable 10–13 13:30–19:30
Yellow Change in a low load variable 1–6, 14–16 19:30–09:00
Blue Change detected by the MBFP not – –

found by the multiple comparisons
Green No change detected by the MFBP – –

F. Mata et al. / Computer Networks 56 (2012) 686–702 699



Author's personal copy

We also have two links marked with orange color, corre-
sponding to changes in medium load variables, and two
other links marked with yellow color corresponding to
changes in low load variables. Remember that in the link
marked with red color, chances are that there were
changes also in other variables, but the red alert prevails
because it is the most important. In addition, there are
two links marked with blue color. In such links, a change
in the load was detected by the MBFP procedure. However,
such change was due to small contributions of the differ-
ences in all the vector components, and no change was
found by the Welch’s t test. Finally, the remaining links
are marked with green color, meaning that there is no
change detected in those links, which are then considered
to remain stable.

This way of visualizing the relevant events in the whole
network facilitates large-scale network operators the sur-
veillance of the network, allowing them to reduce the
OPEX expenditures or to move staff from the network
supervision center to link locations, in order to take action
to respond to the relevant events in a faster way.

7. Summary and conclusions

In this paper, we have presented an on-line load change
detection algorithm, which uses clustering and statistical
techniques to identify statistically significant load changes.
The algorithm is based on a multivariate fairly normal
model, which keeps track of the well-known daily pattern
of the network, in order to make the statistical inference.
We have validated the suitability of that distribution to
model the daily pattern and make inferences about the
means of the distribution.

The application of our methodology to real network
measurements available from the Spanish academic net-

work shows promising results, allowing the network oper-
ator to save OPEX expenditures by reducing the visual
inspection of the traffic time series. Finally, we have pre-
sented an alert color code scheme that allows to manage
the network focusing only on the relevant events detected
by the algorithm. To facilitate this task, visual maps of the
network are used as visualization tool of the algorithm’s
output.
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Appendix A. Analysis of the Hotelling’s T2 statistic

To further understand why a change is reported using
the Multivariate Behrens–Fisher Problem, we analyze the
Hotelling’s T2 statistic, in order to apply our conclusions
when we deeply inspect the output of the algorithm at a
fixed significance level using synthetically generated input.
The Hotelling’s T2 statistic for the MBFP is as follows:

T2 ¼ n
YS�1

y YT

n� 1
n� p

p
; ðA:1Þ

where n is the number of samples that were used to com-
pute Y, p is its dimension and Sy is the unbiased estimation
of the covariance matrix. Y is a p-dimensional vector
Y = (y1,y2, . . .,yp) of the means of the differences between
both populations, assuming both populations are of equal
size n [30]. This statistic follows a F-distribution with p
and n � p degrees of freedom under H0.

Fig. 12. Sample weather map of the RedIRIS network, with some links needing the network manager attention.
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The term YS�1
y YT is a quadratic form of the p vector

components of the random vector Y. As we are using syn-
thetic data, we can approximate the covariance matrix
used to generate the samples as follows. Such matrix has
been chosen to be diagonal (remember that the vector
components are independent). This implies that the qua-
dratic form is the weighted sum of the square of all the
vector components (being the weights given by the ele-
ments of the diagonal of the covariance matrix). In the sim-
plest case, all the vector components have the same
variance, so the covariance matrix is a multiple of the iden-
tity matrix. Assuming all the vector components of Y are
equal, this yields

T2 ¼ n
YS�1

y YT

n� 1
n� p

p
� n

Y 1
r2 IpYT

n� 1
n� p

p

¼ n
n� 1

n� p
p

Xp

i¼1

y2
i

r2 �
n

n� 1
n� p

p
py2

r2

¼ n
n� p
n� 1

y2

r2 : ðA:2Þ

If we set a fixed value for the significance level a = a0,
we are comparing the value obtained from (A.1) against a
value that is a function of n (given that the dimension of
the random vector p is also fixed). This function is the
1 � a0 percentile of the central F-distribution with p and
n � p degrees of freedom F1�a0

p;n�p

� �
. We reject H0 if the T2

statistic value is greater than the value of the function eval-
uated in that n, which is equivalent to

y2

r2 >
F1�a0

p;n�p

n
n� 1
n� p

: ðA:3Þ

However, if we do not assume such simplifications (i.e.,
that the covariance matrix is not a scaled version of the
identity matrix, but it is still diagonal, and that all vector
components of Y are not necessarily equal), we reach to a
more general version of condition (A.3), given that T2

satisfies:

T2 ¼ n
YS�1

y YT

n� 1
n� p

p
� n

n� 1
n� p

p

Xp

i¼1

y2
i

r2
i

¼ n
n� 1

n� p
p

Xp

i¼1

wiy2
i ; ðA:4Þ

with the weights of vector component i, wi, being equal to
the inverse of the variance of variable i

wi ¼
1
r2

i

: ðA:5Þ

Consequently, the general form of condition (A.3) is as
follows:

Xp

i¼1

wiy2
i >

F1�a0
p;n�p

n
n� 1
n� p

p: ðA:6Þ

If condition (A.6) is satisfied, it is possible that there ex-
ists a subset I of the set of index I in the summation of the
left hand side such that

Xp

i¼1

wiy2
i >

X
i2I

wiy2
i >

F1�a0
p;n�p

n
n� 1
n� p

p: ðA:7Þ

Consequently, it is possible that a change is reported
when there are significant changes only in a subset of the
vector components, i.e., if we take into account a single
variable i R I, chances are that a change is not observable
in such subspace, although the test methodology reports
a change due to the differences in the vector components
i 2 I.

Appendix B. Affine transformations

In this appendix, we provide the Matlab code that we
used to generate the four different affine transformations
applied to generate the controlled datasets used in the val-
idation of the proposed algorithm (Section 4.3.1).

% Synthetic data generator

clear all

N = 9000; %Sample size

p = 16; %Vector dimension

X = randn (N,p); %Random sample of standard

multinormal

%% all the vector components equally

distributed

mu = 100⁄ones(N,p); %mean vector

sigma = diag(10⁄ones(1,p)); %covariance
matrix

[B,D] = eig(sigma);

A = B⁄sqrt(D);
allEqual = mu + X ⁄ A’; %affine transformation

%% all vector components equally distributed

but with different means

mu = ones(N,1)⁄linspace(50,150,p); %mean
vector

sigma = diag(10⁄ones(1,p)); %covariance
matrix

[B,D] = eig(sigma);

A = B⁄sqrt(D);
means = mu + X ⁄ A’; %affine transformation

%% all vector components equally distributed

but with different variance

mu = 100⁄ones(N,p); mean vector

sigma = diag(10⁄linspace(0.5,1.5,p));
%covariance matrix

[B,D] = eig(sigma);

A = B⁄sqrt(D);
variances = mu + X ⁄ A’; %affine
transformation

%% all vector components equally distributed

but with different mean and variance

mu = ones(N,1)⁄linspace(50,150,p); %mean
vector

sigma = diag(10⁄linspace(0.5,1.5,p));
%covariance matrix

[B,D] = eig(sigma);

A = B⁄sqrt(D);
meansVariances = mu + X ⁄ A’; %affine
transformation
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