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Abstract.  Power consumption is one of the mayor design trade-off in today elec-
tronic. This paper explores the utility of some end-user low-power design (LPD) 
methods based on architectural and implementation modifications, for FPGA based 
systems. The contribution of spurious transitions to the overall consumption is evi-
denced and main strategies for its reduction are analyzed. Empirical results are present 
in order to show the effectiveness of pipelining and sequentialization as low-power 
design methodologies. The possibilities of power management techniques are also ex-
plained and quantified.  

1 Introduction 

Power consumption in current FPGA is significant: it can reach values of several watts. 
According to [1], a normal design has an average consumption of 1.5 µW/MHz/Slice in a 
Virtex II. Thus, a modest design of 8000 slices (2000 CLBs) running at 100 MHz can con-
sume 1.2 W. However, this type of rule-of-thumb metrics do not take into account details 
like the logic depth, or the amount of glitches. For example, a 32-bits non-restoring divider 
with 576-slices and 32-LUTs logic depth exhibits a figure of 610 µW/MHz/Slice in a 
Virtex. Dividing at 5 MHz can take more than 1.75 W [2].  

FPGA users can only optimize the dynamic power component. That is, the part of the 
power that depends on the value of the capacitance, effective switching frequency, and 
power supply voltage of each circuit node. Setting aside VDD manipulations, the power con-
sumption can be modified by varying: the topology (that influences all the variables); the 
data (that vary effective frequency); and finally, the interconnection network, which affect 
both the capacitance and the effective frequency of each node.  

A large fraction of the FPGA power consumption is caused by glitches. For example, a 
simulation of a fully combination 32-bit shift & add multiplier shows that glitches represent 
more than 80% of the activity. Glitches can be reduced in several ways: A list of techniques 
is summarized in Table 1. 

Although glitches strongly increase datapath power, other sources of dynamic consump-
tion must be taken into account. Current FPGA models (Q3 2004) include up to 90K user 
flip-flops that can be commuting following the primary system clock. This lead to an im-
portant increment of the clock power or the energy per cycle involved in the synchroniza-
tion of the circuit. Finally, off-chip power, the fraction dissipated at output pads (where the 
capacitances are several times larger than those for conventional microelectronics) can not 
be neglected.  

The knowledge of the relationship between these components for a given FPGA tech-
nology is fundamental: It allows the effectiveness of any particular power reduction method 
to be determined a priori. A method to measure the power components of FPGA-based 



systems is described in Table 2. Other techniques are summarized in [3], [4] and [5]. Inter-
esting studies in power breakdown are in [6] and [4] for XC4K family. [1] and [7] present 
similar analyses for Virtex II devices. Main results shows that interconnection power is 
dominant (50-70%), followed by logic and synchronization power with around 15-20% 
each. Finally the off-chip power is around 10-15% for typical designs. 

 
Technique Idea Comment Ref. 

Path equali-
zation 

Equalization of all the delays inside each 
path of the circuit. The idea also leads to the 
wave pipeline technique. 

It must be done manually on 
FPGA. 

[8] 
[9] 

Dense LUT 
partitioning 

A dense technology mapping allows the 
designer to eliminate net count, and path 
unbalances.  

An intensive use of the LUT 
capability can lead to wiring 
congestion. 

[10] 

Pipelining Glitches can be blocked by pipeline regis-
ters. The snow-ball effect of glitches is thus 
neutralized. 

The latency of the circuit is 
increased. 

[11] 
[12] 
[13] 

Asynchronous 
barriers 

A line of latches can be introduced to stop 
glitches. There are controlled by asynchro-
nous signal whose delay is matched with the 
longest delay of the path. 

Asynchronous delays de-
pend on temperature, power 
supply voltage, and fabrica-
tion technology.  

 

Registering 
output pads 

Glitches at the output pad increase power by 
a double-effect: higher power-supply volt-
age at the pad rings; and second, higher off-
chip capacitances to be driven. 

More latency.  [14] 

Table 1. Techniques to reduce glitch-power in FPGAs.  
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Fig. 1. a. Glitches in combinational circuits depend on wiring delay unbalances and logic depth. b. 
Routing in FPGA is intrinsically unbalanced.    
 

An important effort has been done in LPD techniques applied to full-custom and cell-
based integrated circuits. However, papers and theses about low-power in FPGA are re-
cently emerging1. In this line, the aim of this work is to detect test-and-true techniques at 
design level. 

This paper is organized as follow. Section 2 describes the experimental setup. Section 3 
shows the influence of pipeline as LPD technique. Section 4 compares architectural op-
tions. Section 5 describes power management techniques in FPGA. Section 6 shows some 

                                                           
1 The search of “low-power” AND “FPGA” returns 138 papers in the IEEE Explorer database and over 65K links 

in Google. 



results related to finite state machine. Finally, in section 7 general tips for low power are 
presented. 

Dynamic 
Power 

To calculate it, the total power is measured and then the static, off-chip and synchro-
nization power is deducted. 

Static 
power 

The chip is configured but neither stimulus nor clocking is applied. The pull-up resis-
tors and other external elements that require the FPGAs remain connected. 

Off-chip 
power 

For the older families, the circuit is measured twice. First, during normal operation. 
Second, by disabling the tri-state output buffers. Thus, the off-chip component can be 
approximated to the difference between the two results. In addition, the use of the tri-
state buffers in low-power design is also useful to separate the results from a particu-
lar PCB. 
From Virtex, as the power supply for the core is separated, just this line is measured. 

Synchro-
nization 
power 

A constant data (for example, all bit zeroed) is inputted to the circuit, meanwhile the 
clock signal is applied. Thus, only the clock tree has activity. Is important to note that 
FPGAs use multiplexers to emulate the effect of a clock enable. As a consequence, 
the use of the clock enable pin of a CLB does not interrupt the clocking of the flip-
flops. 

Table 2. Determination of power component in arithmetic circuits  

2   Experimental setup 

This paper summarizes more than ten years of research in LPD in FPGAs. It embraces most 
of the Xilinx FPGA series. In all cases, the circuits have been constructed and measured. 
For XC4K families, all the measurements were done using XC4010EPC84-4C, 
XC4005EPC84-3C, or XC4003EPC84-3C samples. Input vectors were generated using 
another FPGA. Circuits were described in VHDL, and synthesized using the FPGA Express 
[15] and the Xilinx Foundation tools [16]. Random vectors were utilized to stimulate the 
circuit.  

In Virtex, the main experiments were developed using an XCV800hq240-6 and an 
XCV50hq240-6 chip samples mounted in Xilinx prototype board AFX PQ240-100. The 
circuits were described in VHDL instantiating low level primitives such as LUTs, muxcy, 
xorcy [17] when necessary. Xilinx ISE 6.1 tool [18] and XST [19] for synthesis were util-
ized. A common pin assignment, the preservation of the hierarchy, speed optimization, and 
timing constrains were fixed during the experiments. Chip measurements were done using 
three different sequences: a) random vectors (avg_tog); b) a sequence with a high transition 
probability (max_tog) and finally, c) a sequence with low activity (min_tog). The test vec-
tors were inputted using a pattern generator [20]. 

For all the devices, the output, each pad supported the load of the logic analyzer probes 
[21]. Area-delay information was extracted from Xilinx tools. 

3   Power Reductions through Pipeline 

Pipelining, a popular way to speed up circuits also allows power consumption to be reduced 
[11] [12]. Its usefulness is based on a marginal effect of the intermediate pipeline registers: 
the obstruction of the propagation of spurious (asynchronous) transitions. Pipelining also 
affects power consumption by the modification of datapath wiring loads: global lines 



(which usually broadcast the input data into the array) are split into a subset of lightly 
loaded lines, reducing the overall capacity [9] 

The array multiplier proposed by M. Hatamian and G. Cash [22] was selected as bench-
mark circuit for the XC4K family. This topology presents several benefits considering the 
objectives of the experiments. First, its high regularity makes straightforward the pipelin-
ing; and second, a large set of reconvergent paths exists, a feature that contributes to the 
production of glitches. Figure 2 shows dynamic power consumption as a function of logic 
depth (LD, measured in LUT). 

For Virtex devices, 32-bits shift & add multiplier and several 32-bits dividers were im-
plemented. Figure 3.a shows dynamic power consumption versus logic depth (LD, meas-
ured in LUT) for multiplier implementations, instead Figure 3.b present the same relation 
for a 32-bits SRT radix-2 divider. The different patterns have similar shape: it decreases 
practically linearly with the reduction of LD. It stands out the low influence of the synchro-
nization power. 
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Fig. 2. Power consumption in mW/MHz as function of logic depth in XC4K families for 8 bits Hata-
mian & Cash multipliers. a. Power breakdown in XC4010. b. Consumption in different devices. 
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Fig. 3. Power consumption in mW/MHz as function of logic depth in Virtex devices. a. 32-bit shift & 
add multiplier; b. An SRT radix-2 32-bit divider.  

As more pipeline stages are added, less glitches are produced, and the power is lowered. 
This reduction in the activity makes less important the architecture selected. Thus, same 
experiment for others recurrence dividers (including restoring, non-restoring and SRT 
radix-4, -8 and -16) have similar consumption shape [2]. In dividers, a maximum pipeline 
architecture (LD = 1) saves up to 93 % of the dynamic power consumption respect to the 
fully combinational architecture (LD=32). That is, combinational architectures consume 
more than twelve times more than the fully pipelined version.  



Virtex results show a lower influence of synchronization power than XC4K. Thus, the 
optimum LD is lower in the first technologies (between 1-2 LUT) instead of 3-5 LUT in the 
second. Pipelining in FPGA shows a low impact in area due to the embedded registers 
distributed into the slices, and the SRL characteristics of LUT. Figure 4 shows normalized 
area-delay-power respect the logic depth. 
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Fig. 4. Normalized Area, delay and power for a non-restoring divider respect to logic depth 

4   Architectural Structures 

In previous sections, the importance of spurious activity was evidenced. Thus, a natural 
question is: What about iterative implementations? To reduce area, to use an iterative archi-
tecture is a common technique. The general architecture is composed of a state machine 
(FSM) that controls a data-path. Commonly the data-path power is low because the logic 
depth is minimal, but synchronization power grows due to intermediate register and the 
FSM consumption. Several circuits have been analyzed in this paper.  

Example 1: Modular multipliers in XC4K  
Modular multipliers are the central operation in many cryptographic systems. Three differ-
ent algorithms have been analyzed: multiply and reduce (m_r), shift & add (s_a) and Mont-
gomery (mont). Implementation details are described in [23]. Table 3 shows implementa-
tion results for 8-bit fully combinational modular multipliers, and fully sequential imple-
mentations. The power reduction in sequential implementations differs between algorithms, 
but is around the half. Area is reduced and total delay increases in a factor of two. 
 

 Array Implementation Fully Sequential 
Algorithm Energy Area Delay Energy (nJ) Area Delay 

 nJ CLBs ns Total Synchro Data Path CLBs FF ns 
m_r 96,1 85 186 71,5 46,8 24,7 57 67 320 
s_a 186,4 157 201 104,8 52,5 52,3 33 37 465 
mont. 92,7 102 167 38,6 27,2 11,1 34 31 249 

Table 3. Area, Delay and Power consumption for different 8 bit Modular Multipliers. 

Example 2: 32 bit dividers in Virtex 



Results for two 32-bit division algorithms are exhibited. The algorithms covered are: non-
restoring (nr), and SRT radix 2 (srt). Details of the divider implementations are described in 
[24], meanwhile a deeper power analysis is presented in [2].  
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Fig. 5. a. Dynamic power consumption breakdown for sequential divider implementations. b. Area-
Time-Power for sequential, array, and pipeline implementations. 

The circuits are sequentialized with different granularities G. For example, G = 1 indi-
cates a fully iterative circuit. The circuit calculates, at each clock, G bits. Then, a total of 
p/G cycles are used to complete the operation, where p refers to precision. 

Figure 5.a shows the average energy for an operation, in nJ, for 32-bit width divider. The 
synchronization and data-path components are also individually displayed. The synchroni-
zation power decreases as G grows, mainly because of smaller cycles. In the opposite, the 
data-path consumption grows with G, mainly because the glitches increase. Optimum G 
value seems to be 4.  

An important point is that the value of G, rather that a particular algorithms, is the key to 
reduce the power figure. In SRT radix-2, G=4 save 51% energy with respect to G=1. The 
energy savings with respect to the fully combinational implementations are: 85 % as re-
gards SRT radix-2, 89 % as regards non-restoring division. 

Figure 5.b shows ATP figure for the 32-bit dividers. The array implementations have the 
lowest latency, but as the cost of a great area and excessive power dissipation. Pipeline 
offers the best throughput, with a relatively low increment in area with respect to array 
implementations and a good power figure, but the initial latency could be prohibitive for 
some applications. Finally, sequential implementations have the smaller area, a delay less 
than twice the one of arrays, but have a good power figure.  

5   Power Management Techniques in FPGA 

In order to eliminate the activity in an idle part of a circuit, several alternatives exist. The 
most traditional technique is clock gating [25][26] , but it must be avoided in FPGA tech-
nology [27]. Gated clock can cause the flip-flop to clock at wrong times (figure 6.a).  In 
addition, in all Xilinx families, the flip-flops have the usual mux-based built-in clock-



enable (CE) to implement this feature (figure 6.b). From a power consumption point of 
view, the clock tree continues consuming power. 

In Virtex II, II Pro, and Spartan-3, BUFGMUX is a multiplexed global clock buffer that 
can select between two inputs without glitches. This allows constructing circuits that work 
with different clocks. If one of the inputs of BUFGMUX is tied to 0 (or 1) it is transformed 
in a Global Clock MUX Buffer with Clock Enable (BUFGCE). 

Another way to disable de combinational path is blocking the inputs. It can be carried 
out in several ways. The straightforward method is to utilize the CE of the normal FFs. But 
other alternatives exist: latches, ANDs gates, and OR gates.  

In order to quantify the different disabling alternatives, a circuit with two big combinato-
rial blocks and a final multiplexer was implemented (figure 6.c). The selection logic block 
commutes, each eight clock cycles. Then, the different disabling techniques were applied to 
the circuit. Figure 6.d shows the chip enable (CE) alternative. Table 3 shows power im-
provement and delay penalty for the different techniques. The area overhead in FPGA of 
different alternatives is also very small. CE and gated clock seem to be the more effective 
disabling techniques.  
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Fig. 6. a. Not recommended gated clock. b. using CE. c. Architecture to measure the impact of dis-
abling. d. Modified architecture using CE of distributed flip-flops.  

 Dynamic power reduction Delay penalty (ns) 
Circuito Virtex Virtex II Virtex Virtex II 
normal 0% 0% 0.0 0.0 
ce 39% 38% 2.9 0.1 
latch 34% 29% 4.7 1.6 
gate_clk - 34% - 1.9 
ands 37% 32% 2.5 1.0 
ors 17% 21% 2.5 1.0 

Table 3. Results for different disabling techniques. 

6   Finite State Machines 

Main idea in the design of low-power FSMs is minimize Hamming distance of the most 
probable state transitions. However, this solution usually increases the required logic to 



decode the next state. Then, a tradeoff between switching reduction and extra capacitance 
exists. Interesting contribution in low power FSM are [28-32] 

The research line described above was targeted to gate arrays or cell-based integrated 
circuits. FPGA manufacturers and synthesis tools use One-Hot as default state encoding 
[33][34]. This assignment allows the designer to create state machine that are more efficient 
for FPGA architectures in terms of area and logic depth (i.e. speed). FPGAs are plenty of 
registers but the LUTs are limited to few bits wide. One Hot increases the flip flop usage 
(one per state) and decreases the width of combinatorial logic.  In addition, the Hamming 
distance of One Hot encoding is always two in spite of the machine size. 

In [35] the end user alternatives in encoding are studied using dense encoding (binary 
and minimum decode logic) and sparse encoding (one-hot and two-hot). The main conclu-
sions are that in small state machines (up to 8 states), area, speed and power is minimized 
using binary state encoding. On the contrary, One Hot state encoding is better for large 
machines (over 16 states). A comparison between 26 test circuits shows important differ-
ences in power consumption. Depending on the state encoding, up to 57% of power saving 
can be obtained. 

Other idea for low-power FSMs is the use of power management. That is, to shutdown 
the blocks of hardware in these periods where they are not producing useful data. Shutdown 
can be fulfilled in three ways: by turning off the power supply, by disabling the clock sig-
nal, or finally by “freezing” (blocking) the input data. Several works were published for 
standart cell [25][30][36][37][38]. Based on these previous ideas, [39] adapted or modified 
them to suit well with LUT-based FPGAs. The hardware overhead associated with the decom-
position technique makes this method neither effective for FSMs with small numbers of states 
(under 10) nor applicable for circuits whose decomposition has a highly transition probability 
between submachines. However, for large machines, an improvement in power consumption up 
to 46% can be obtained. 

7   General Tips and Conclusions 

In this paper same of the most powerful end-user alternatives to design low power designs 
are presented. Due to the SRAM based reprogrammable interconnection, the FPGA is 
plenty of glitches. The reduction of logic depth is essential in order to obtain a power aware 
system. The exploration of pipeline (for application with regular data flow), and sequential 
architectures are useful to mitigate this problem.  

 In such application, where part of the circuit is idle for a relative long period, disabling 
the clock or the data input is an interesting option.  

 When designing FSM for low power: for big machines (more than 16 states) use one-
hot, for smaller than 8 states use a binary based codification. Additionally, some obvious 
tips are: 

 Avoiding power waste: design systems should reach performance requirements, rather 
than exceed. The speed versus data width trade off must be analyzed. 

 At higher level of abstraction more power saving opportunities exists. Algorithmic and 
system levels are the most straightforward place to obtain power reduction. 

 Register always the last stage before the pads. Glitches in the last stages produce activity 
at the PCB level, where the capacitances are much higher than internal. Furthermore, 
registering must be done, when possible, near the logic that produces the data. There-



fore, instead of using IOB flip-flop, the internal FF must be employed, because there are 
nearer to the data, and additionally use lower voltage.  
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