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#### Abstract

Ensembles that combine the decisions of classifiers generated by using perturbed versions of the training set where the classes of the training examples are randomly switched can produce a significant error reduction, provided that large numbers of units and high class switching rates are used. The classifiers generated by this procedure have statistically uncorrelated errors in the training set. Hence, the ensembles they form exhibit a similar dependence of the training error on ensemble size, independently of the classification problem. In particular, for binary classification problems, the classification performance of the ensemble on the training data can be analysed in terms of a Bernoulli process. Experiments on several UCI datasets demonstrate the improvements in classification accuracy that can be obtained using these class-switching ensembles.
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## 1 Introduction

Classification methods based on pooling the decisions of an ensemble of classifiers have demonstrated great potential for improvement in many regression and classification problems [1-15]. To produce a reduction of the error rate, the classifiers generated must perform well on the proposed task and yet be sufficiently diverse. In order to achieve this diversity, ensemble algorithms introduce some systematic variation into the learning task, either by perturbing

[^0]the training data or by taking advantage of instabilities in the learning algorithm.

One of the common procedures to generate classifier ensembles is bagging [3] (Bootstrap sampling and aggregation). In bagging, diversity is obtained by constructing each classifier in the ensemble with a different set of labelled examples, which is obtained from the original training set by re-sampling with replacement. Bagging then combines the decisions of the classifiers using unweighted voting. Bagging is believed to improve the performance of single classifiers mainly by reducing the variance error [4]. Breiman categorises bagging decision trees as a particular instance of random forest classification techniques [12]. A random forest is a tree-based ensemble that uses some kind of independent randomisation in the construction of every individual classifier. Many variants of bagging and random forests with excellent classification performance have been developed: In [9] trees in the ensemble are grown by randomly selecting among the best partitions at every tree node. In doublebagging [13] two classifiers are grown in each iteration by making use of the out-of-bag examples [16]. Attribute-bagging [14] selects a random subset of attributes at every iteration. IPG-ensembles [15] use different random partitions of the training data as input for the iterative growing and pruning tree construction algorithm of Gelfand et al. [17].

Another common algorithm for generating ensembles is boosting [1]. In boosting, the committee members are sequentially generated using weighted training data. Initially all example weights are equal to 1 . At each iteration of the boosting process these weights are updated according to the classification given by the last committee member generated: weights of incorrectly classified examples are increased and weights of correctly classified ones are decreased. In this way the base learner focuses on the harder examples. This entails a reduction both in bias and variance [10]. A weighted vote is used to make the final class assignment. Boosting has demonstrated to be one of the most effective methods for constructing ensembles [2,7,9].

In this article we present a variant of the output flipping ensembles proposed by Breiman in [18], that belongs to the category of random forests. In Breiman's work, each classifier in the ensemble is generated using the original training set with randomised class labels: The class label of each example is switched according to a probability that depends on an overall switching rate (defined as the proportion of training examples that are switched on average) and on the proportions of the different class labels in the original training set. The switching probabilities are chosen to maintain the class distribution of the original training set. Error rates similar or better than bagging are reported by using ensembles with 100 classifiers.

In this article we show that still lower error rates can be achieved with ensem-
bles generated by class switching provided that we use fairly large ensembles ( $\approx 1000$ classifiers) and relatively high class switching rates. In contrast to [18], we do not require that the original class distribution be maintained in the perturbed training data. This makes it possible to use larger values of the switching rate in unbalanced data sets. Larger values of the switching rate are sometimes needed to get better classification accuracy.

The paper is organised as follows: Section 2 introduces the algorithm for generating the ensemble by switching the class labels of the training examples. Section 3 describes a simple experiment that is used to analyse in detail the classification strategy of the proposed ensemble. The classification performance of the class switching ensemble algorithm is compared to that of Breiman's flipping ensemble algorithm, bagging and boosting in 15 datasets. Some of these problems are synthetic and some are real-world (taken from the UCI repository [19]). Finally, the conclusions of this research are summarised.

## 2 Switching Outputs

In Ref. [18], Breiman proposes to generate diverse classifiers by randomly switching the class labels of the training dataset according to the transition matrix

$$
\begin{align*}
& P_{j \leftarrow i}=w P_{j} \text { for } i \neq j  \tag{1}\\
& P_{i \leftarrow i}=1-w\left(1-P_{i}\right),
\end{align*}
$$

where $P_{j \leftarrow i}$ is the probability that an example with label $i$ gets the label $j, P_{i}$ is the proportion of elements of class $i$ in the training set, and $w$ is proportional to the switching rate (average fraction of switched examples), $p$,

$$
\begin{equation*}
w=\frac{p}{1-\sum_{j} P_{j}^{2}}=\frac{p}{2 \sum_{j} \sum_{k>j} P_{j} P_{k}} . \tag{2}
\end{equation*}
$$

This form of the transition matrix, Eq. (1), is chosen to maintain the class proportions approximately constant.

In order for this method to work, the value of the switching rate $p$ should be small enough to ensure that the training error tends to zero as the size of the ensemble grows. In a binary classification problem, the condition is

$$
\begin{equation*}
p<P_{\min } \tag{3}
\end{equation*}
$$

where $P_{\text {min }}$ is the proportion of examples that belong to the minority class. The inequality (3) ensures that, on average, the fraction of switched examples in the minority class is smaller than $1 / 2$. Switching rate values over this limit would flip the class label of more than half of the minority class examples. Hence, the minority feature space regions would be flooded with examples labelled as the majority class and consequently these regions would be classified incorrectly by the ensemble.

In this work we propose to generate ensembles of classifiers using different perturbed versions of the training set. In each perturbed set, a fixed fraction $p$ of examples of the original training data is selected at random. The class label of each of these examples is randomly switched to a different one. This defines the following transition probability matrix

$$
\begin{align*}
& P_{j \leftarrow i}=p /(K-1) \text { for } i \neq j  \tag{4}\\
& P_{i \leftarrow i}=1-p
\end{align*}
$$

where $K$ is the number of classes. This label switching procedure produces training sets whose class distribution is usually different from that of the original training data. In fact, the class distribution of the perturbed set tends to equalise with increasing $p$ for the unbalanced sets.

In order to guarantee the convergence of the ensemble in the training set there should be, for any given class, a majority of correctly labelled examples (i.e. not switched). This condition is fulfilled on the training set (on average) if $P_{j \leftarrow i}<P_{i \leftarrow i}$ and according to Eq. (4) we have

$$
\begin{equation*}
p<(K-1) / K \tag{5}
\end{equation*}
$$

independently of the initial class distribution. Following this equation we define the maximum value of $p$

$$
\begin{equation*}
p_{\max }=(K-1) / K \tag{6}
\end{equation*}
$$

It is also convenient to define the ratio of the class switching probability to its maximum value

$$
\begin{equation*}
\hat{p}=p / p_{\max } \tag{7}
\end{equation*}
$$

Thus, for unbalance datasets, the proposed method increases the range of allowed values of $p$, with respect to the class flipping method proposed by Breiman [18]. This is a key factor in improving the generalisation capacity of the ensemble, as will be shown in section 4.

In order for the algorithm to work efficiently we need to use a base learner that manages to obtain a training error as low as possible. Note that a classifier that achieves perfect classification (0 error rate) on the perturbed training set exhibits an error rate in the original training set equal to the proportion of switched examples $(p)$. An unpruned decision tree grown until all data have been separated fulfils this requirement. In fact, such decision tree always obtains a 0 -error tree provided that there are no training examples with identical attributes values belonging to different classes in the perturbed set.

An interesting characteristic of the class-switching procedure is that the random selection of examples creates classifiers that have statistically independent errors and equal erring probability (Note that in all cases the same number of examples are switched and that the base classifiers have nearly 0 error on the perturbed sets) on the original training set. Hence, we can obtain the estimation of the training error independently of the learning task at hand. In a binary classification problem the ensemble performance can be analysed in terms of a Bernoulli process, where each classifier has a $(1-p)$ probability of correctly classifying a given training example. The decision of a given classifier on a training example is, by construction, independent of that from the other classifiers. Thus, the probability of having a number of ensembles giving a correct classification is given by the binomial distribution. The ensemble training error can be estimated as the probability of having more than half of the classifiers misclassifying a given example

$$
\begin{equation*}
\text { train_error }(M)=\sum_{m=\lfloor 1+M / 2\rfloor}^{M}\binom{M}{m} p^{m}(1-p)^{M-m} \tag{8}
\end{equation*}
$$

where $M$ is the number of classifiers in the ensemble (which is assumed to be odd to avoid ties). Based on the binomial distribution we can also estimate the margin curves for a class-switching ensemble on the training data for a two-class problem as:

$$
\begin{equation*}
\operatorname{train\_ margin}(x)=\sum_{m=0}^{\lfloor M(x+1) / 2\rfloor}\binom{M}{m} p^{M-m}(1-p)^{m}, \tag{9}
\end{equation*}
$$

where $x$ is the classification margin, defined as the fraction of correct classifiers minus the fraction of incorrect classifiers for the two-class problem [5]. For a given example, the margin is equal to -1 when all committee members agree on an incorrect classification and equal to 1 when all members agree on the correct classification.

The curves corresponding to Eqs. (8) and (9) are depicted in top and bottom plots of Fig. 1, respectively. In Fig. 1 (top plot) the training error estimation is


Fig. 1. (Top plot) Training error estimation in a binary classification problem versus ensemble size for ensembles with class switching rate $p=0.1$ (dotted line), $p=0.2$ (short trait line), $p=0.3$ (long trait line) and $p=0.4$ (solid line). (Bottom plot) Margin curves estimations in a binary classification problem for ensembles with class switching rate $p=0.4$ for ensemble sizes 11 (short trait line), 101(long trait line) and 1001(solid line)
depicted for different values of $p$ and for odd numbers of classifiers. Note that all the error curves tend to 0 (since we are considering a binary classification problem and the selected values of $p$ are under 0.5). The plots show that for higher values of $p$ more classifiers are needed for the ensemble training error to converge. Fig. 1 (bottom plot) shows the ensemble margin curves for the training set, with $p=0.4$ and ensembles composed of 11,101 and 1001
classifiers, respectively. Observe that all curves are centred at $x=1-2 p$ and that, with increasing $M$ all examples tend to have margin equal to $1-2 p$.

Equations (8) and (9) and plots in Fig. 1 are valid only for the training set. Nonetheless, we expect to observe some characteristics of these curves in the corresponding curves for the test set. In particular, the behaviour of the generalisation error rate depends on the value of $p$ : Since the error on the test set is usually higher than on the train set, the effective threshold for $p$ should be lower than the value given by Eq. (6). Below this value of $p$ the error rate of the ensemble decreases with increasing ensemble size. The size of the ensemble needed to achieve convergence becomes larger as $p$ approaches the threshold from below.

## 3 A simple classification experiment

In order to gain insight into the workings of the class-switching ensemble in comparison to other common ensemble procedures (bagging, boosting) we analyse in detail a simple learning task: Consider a linearly separable binary classification problem on a two dimensional feature space, where the two classes are separated by the line $y=x$. This diagonal boundary is difficult to describe by a tree algorithm such as C4.5, that generates divisions only parallel to the feature space axis. This limitation implies that C4.5 usually finds poor separation boundaries for this kind of problems. The training set consists of 300 random feature vectors uniformly distributed at random in the unit square $(x \sim U[0,1]$ and $y \sim U[0,1])$. Using this data, bagging, boosting and class-switching ( $p=0.4$ and $p=0.2$ ) ensembles of up to 1001 C4.5 trees are generated. The values of the parameters used in the tree generation are the same as those described in the experiments presented in section 4.

The performance of the different ensembles is evaluated on a test set consisting of a $300 \times 300$ regular grid of points in the unit square. Fig. 3 depicts the classification results for different stages of the process. The first row shows the results using a single tree and the last row shows the ensembles using 1001 trees. Odd number of trees are used to avoid draws in the voting process. This figure shows that bagging and boosting converge faster than class-switching ensembles to their asymptotic classification behaviour. The class-switching algorithm starts rather poorly. In fact, a single classifier in this ensemble exhibits a classification pattern that does not resemble the original one. For value $p=0.4$ of the class switching rate even when 101 classifiers are used the feature space is not properly separated. A large number of classifiers $(\geq 1000)$ is needed to correctly define the boundary. This is coherent with Eq. (8), and further reinforces the conjecture that a large number of classifiers is needed for convergence. In a spite of the slow convergence, the final classification accuracy


Fig. 2. Classification map for a perfectly separable linear problem for bagging, boosting and class-switching ensembles ( $p=0.2$ and $p=0.4$ ). The number of trees used in each of the ensembles is marked on the left side of each line ( $1,11,101,1001$ trees, from top to bottom).
is better than bagging or boosting. Even more interesting than the final accuracy is the profile of its final boundary. Bagging and boosting produce class boundaries that bear a strong resemblance to the boundaries produced by C4.5. Class switching ensembles produce a more convoluted decision boundary, whose shape is quite different from those generated by C4.5. This suggests that the class-switching algorithm can lead to a significant bias reduction of the base learner.

The origin of the differences in complexity of the boundaries can be traced to the fact that bagging and boosting, and class-switching ensembles pose different classification problems to the base learners. For each ensemble unit, bagging and boosting generate a learning problem that has a clear relation with the original problem. In fact, each of the classifiers in a bagging ensemble


Fig. 3. Margin map for a perfectly separable linear problem for bagging, boosting and class-switching ( $p=0.2$ and $p=0.4$ ) ensembles using 1001 classifiers (see details in the text)
is a reasonably good solution of the problem. Boosting is different in this respect from bagging but still produces problems that are closely related to the original one. In fact, as the size boosting ensemble grows, the importance of the misclassified examples is increased. Thus, the base learner tends to focus on solving the harder parts of the problem. By contrast, the class-switching algorithm generates surrogate learning problems that can be quite different from the original one (especially for high values of $p$ ), whose resemblance to the original problem is only statistical: the decision boundary becomes defined only asymptotically, as the number of classifiers becomes large.

Figure 3 shows the margin map of the final decision $(M=1001)$ for the different ensembles (margin in the sense of votes difference (weighted or unweighted) between the most voted class and the second most voted class instead of using the margin based on the difference between the true class minus the incorrect class as defined in [5]). The first row represents the value of the margin using a raster of inverted grey-scale values map, where lighter grey values indicate lower margin values. The second row plots the margin values as an isoline map, i.e. each line represents locations in the feature space with equal margin values. The true problem boundary (the diagonal $y=x$ ) is also depicted, with a long trait line. Isolines for margins 0 (the ensemble decision boundary, marked by darker lines in the plots), and $0.2,0.6$ and 0.8 are shown. In the bagging and boosting ensembles, the isolines for values $0.2,0.6$ and 0.8 appear in pairs (one line for each class) at locations that are further away from the decision boundary as the margin value increases. In the class-switching ensemble with $p=0.2$ the pairs of 0.2 and 0.6 margin isolines appear. The pair of lines for margin value 0.2 appear very near to the decision boundary, whereas for
margin value 0.6 these lines have a rather convoluted structure and fill up the feature space. In the class-switching ensemble with $p=0.4$ only the pair of 0.2 margin isolines appear. For this ensemble there are no points where the margin is 0.6 or higher. The differences between margin maps in the various ensembles are apparent in this figure: bagging generates large connected areas where all classifiers agree and a "narrow" uncertainty border. Boosting delineates a more precise frontier at the expense of lower margins on zones adjacent to the decision boundary (the uncertainty border region is broader). Both bagging and boosting exhibit progressively higher margin values when moving to regions that are further away from the boundary. The class-switching procedure generates a more delocalised margin map. Asymptotically, as the number of classifiers in the ensemble increases, the margin map consists in extended flat regions with constant margin $\approx 1-2 p$ separated by narrow boundaries of lower margin values.

## 4 Experiments on UCI datasets

In order to evaluate the improvements in classification accuracy that can be obtained with class-switching ensembles, we compare the performance of this method with: C4.5, Breiman's class flipping ensembles [18], boosting and bagging. All ensemble methods are implemented using C4.5 Release 8 as the base classifier. For C4.5, bagging and boosting we use the default options of the C4.5 package. For class-switching and flipping ensembles we took away the major improvement of Release 8 in relation to Release 7 ; that is, a MDL(Minimum Description Length)-penalty term that is applied to continuous attributes. Such a penalty generally produces better and smaller trees [20]. However, it stops the growth of C4.5 trees before all pure node leafs are obtained. Hence, it does not fulfil the requirement for class-switching ensembles, i.e. nearly zero training error. We also set the minimum number of elements for a leaf to 1 and fully developed trees (i.e. no pruning) are used. This configuration is also similar to Breiman's implementation of class flipping ensembles [18] that used unpruned CART trees [21].

The boosting variant implemented is the one described in [10], based on [7]. In this algorithm reweighting (instead of resampling) is used, as suggested in [2], allowing all training examples to be included for the generation of every ensemble unit. A minimum weight limit for the training examples of $10^{-8}$ is set to avoid numeric underflow problems. The boosting process is continued even when a base learner obtains an error over 0.5 or equal to 0 . In such cases the training set is substituted by a bootstrap sample from the original training set with all weights set to 1 . This strategy prevents Adaboost from stopping too early. The last classifier is discarded if its error is over 0.5 and it is kept in the ensemble with a weight equal to $\ln \left(10^{10}\right)$ - equivalent to assigning a very

Table 1
Characteristics of the datasets used in the experiments

| Dataset | Train | Test | Attributes | Classes | Class distribution |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Australian | 500 | 190 | 14 | 2 | $383 / 307$ |
| Breast W. | 500 | 199 | 9 | 2 | $458 / 241$ |
| Diabetes | 468 | 300 | 8 | 2 | $500 / 268$ |
| German | 600 | 400 | 20 | 2 | $700 / 300$ |
| Heart | 170 | 100 | 13 | 2 | $150 / 120$ |
| Horse-Colic | 244 | 124 | 21 | 2 | $232 / 136$ |
| Ionosphere | 234 | 117 | 34 | 2 | $225 / 126$ |
| New-thyroid | 140 | 75 | 5 | 3 | $150 / 35 / 30$ |
| Segment | 210 | 2100 | 19 | 7 | eq. distrib. |
| Threenorm | 300 | 5000 | 20 | 2 | eq. distrib. |
| Tic-tac-toe | 600 | 358 | 9 | 2 | $626 / 332$ |
| Twonorm | 300 | 5000 | 20 | 2 | eq. distrib. |
| Vowel | 600 | 390 | 10 | 11 | eq. distrib. |
| Waveform | 300 | 5000 | 21 | 3 | eq. distrib. |
| Wine | 100 | 78 | 13 | 3 | $71 / 59 / 48$ |

small error $\left(\approx 10^{-10}\right)$ to the classifier - if its error is equal to 0 . In 5 of the studied datasets this last modification produced some differences that always increased the average accuracy of boosting.

We have tested the implemented algorithms in 15 different machine learning problems. Three of the sets are synthetic data sets (Threenorm, Twonorm and Waveform) proposed by Breiman [22,21]. The remaining problems are included in the UCI repository [19]: Australian credit, Breast Cancer Wisconsin, Pima Indian Diabetes, German Credit, Heart, Horse Colic, Ionosphere, NewThyroid, Image Segmentation, Tic-tac-toe, Vowel and Wine. The datasets have been selected in order to sample a variety of problems: real and synthetic data; sets with different numbers of classes and attributes. Table 1 displays, for each dataset, the number of examples used for training and testing, the number of attributes, the number of classes and the number of examples for each class. The proportions of the training set is about $2 / 3$ of the total number of examples except for the synthetic sets and for the Image Segmentation set, in which the training set size described in its documentation was used.

For each dataset 100 experiments were carried out. Each experiment involved the following steps:
(1) Generate a stratified random partition of the data in training and testing for the real sets and a random sampling for the synthetic datasets (see Table 1 for sizes).
(2) Construct a C4.5 tree, and ensembles of 1000 trees using class-switching and flipping (with $\hat{p}$ values of: $1 / 5,2 / 5,3 / 5$ and $4 / 5$ ) and boosting and bagging.
(3) Compute the error of the classifiers on the testing set to obtain an estimate of the generalisation error.

Table 2 presents a summary of the average test errors obtained by C4.5 and the different ensembles using 1000 trees. The lowest average test error for every dataset is set in boldface and the second best is underlined. Standard deviation are only shown for C4.5. Except for some values displayed (marked with italics in the table), the standard deviations of the results are smaller than those reported for C4.5. The class-switching ensemble produces nine best results in 8 sets $(2 \times \hat{p}=4 / 5,5 \times \hat{p}=3 / 5$ and two for $\hat{p}=2 / 5)$. Flipping produces the best results in 4 sets (for $2 \times \hat{p}=3 / 5$ and $2 \times \hat{p}=2 / 5$ ). Boosting produces the best results in the synthetic sets Threenorm and Twonorm and in Tic-tac-toe. Bagging is better in the difficult sets Diabetes and Heart.

A summary of the overall performance of the studied algorithms is shown in Table 3. This is displayed in form of win/draw/loss records, where the first (second / third) numbers displayed in each cell correspond to the number of sets in which the algorithm displayed in the first column on the left of the table wins (draws / losses) with respect to the algorithm displayed in the topmost row. For each column, the record with a higher wins - losses value is highlighted in bold face, if positive. In this table we see that the only algorithm that outperforms all the rest is class-switching together with $\hat{p}=3 / 5$. Moreover, class-switching with $\hat{p}=3 / 5$ and $\hat{p}=2 / 5$ are the only two algorithm configurations that outperform boosting.

Figure 4 shows the dependence of the average train error (top plot) and test error (bottom plot) on the ensemble size in class-switching ensembles for different values of $\hat{p}$ in the Breast Cancer Wisconsin data set. The training error curves shown on the top plot are similar to those on Fig. 1, and confirm the analysis of the train error based on Eq. (8). Note, however, that the coincidence is not exact: the train error curves for the Breast Cancer Wisconsin dataset do not start for one classifier in the value of $p$. This is due to the fact that the Breast Cancer Wisconsin set has several examples with equal feature values, which cannot be separated if the class-switching algorithm changes the class label of some (and not all) of these examples.

Table 2 and Fig. 4 confirm that for both the train error and the test error the convergence of the error class-switching ensembles is related to $\hat{p}$, the ratio of the actual switching probability and the maximum switching probability,

Table 2. Average test error (in \%) using 1000 classifiers for C4.5, class-switching, flipping, boosting and bagging. The average best result for each problem is highlighted in bold type. The second best results are underlined. Means with standard deviation greater than that reported for $C 4.5$ are shown in italics

|  | $C 4.5$ |  |  |  |  |  |  |  |  | class-switching $(\hat{p}=)$ |  |  |  | flipping $(\hat{p}=)$ |  |  |  | boosting | bagging |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $4 / 5$ | $3 / 5$ | $2 / 5$ | $1 / 5$ | $4 / 5$ | $3 / 5$ | $2 / 5$ | $1 / 5$ |  |  |  |  |  |  |  |  |  |  |
| Australian | $14.3 \pm 2.2$ | 14.8 | $\mathbf{1 3 . 0}$ | $\mathbf{1 3 . 0}$ | 13.5 | 20.8 | 13.6 | $\mathbf{1 3 . 0}$ | 13.6 | 13.4 | 13.3 |  |  |  |  |  |  |  |  |
| Breast W. | $5.4 \pm 1.4$ | $\mathbf{3 . 0}$ | $\underline{3.1}$ | $\underline{3.1}$ | 3.6 | 34.4 | 7.1 | 3.8 | 3.8 | 3.2 | 3.9 |  |  |  |  |  |  |  |  |
| Diabetes | $27.0 \pm 2.6$ | 25.7 | 25.6 | $\underline{25.4}$ | 25.8 | 34.7 | 29.2 | 26.2 | 25.7 | 26.1 | $\mathbf{2 4 . 6}$ |  |  |  |  |  |  |  |  |
| German | $28.9 \pm 2.2$ | 26.7 | $\mathbf{2 5 . 0}$ | $\underline{25.1}$ | 26.8 | 30.0 | 29.9 | 26.7 | 26.3 | 25.5 | 25.7 |  |  |  |  |  |  |  |  |
| Heart | $23.6 \pm 3.5$ | 22.4 | 21.2 | 21.7 | 22.8 | 29.0 | 22.1 | 21.8 | 23.1 | $\underline{19.5}$ | $\mathbf{1 9 . 1}$ |  |  |  |  |  |  |  |  |
| Horse-colic | $15.9 \pm 2.9$ | 15.8 | 16.1 | 16.0 | 15.8 | 36.7 | 18.4 | $\mathbf{1 5 . 3}$ | $\underline{15.6}$ | 17.1 | 16.0 |  |  |  |  |  |  |  |  |
| Ionosphere | $10.9 \pm 2.8$ | 8.1 | 6.9 | $\mathbf{6 . 2}$ | $\underline{6.3}$ | 35.9 | 18.7 | 7.0 | $\underline{6.3}$ | 6.4 | 7.5 |  |  |  |  |  |  |  |  |
| New-thyroid | $8.4 \pm 3.1$ | $\mathbf{3 . 9}$ | $\underline{4.0}$ | 4.2 | 5.1 | 30.2 | 30.3 | 10.8 | 4.5 | 5.7 | 6.1 |  |  |  |  |  |  |  |  |
| Segment | $10.3 \pm 1.4$ | 7.6 | $\mathbf{5 . 5}$ | 5.7 | 7.0 | 7.5 | $\mathbf{5 . 5}$ | 5.7 | 7.1 | 6.5 | 8.1 |  |  |  |  |  |  |  |  |
| Threenorm | $31.7 \pm 1.2$ | 18.7 | $\underline{17.7}$ | 18.2 | 19.9 | 18.7 | $\underline{17.7}$ | 18.2 | 20.0 | $\mathbf{1 5 . 7}$ | 19.1 |  |  |  |  |  |  |  |  |
| Tic-tac-toe | $17.3 \pm 2.3$ | 6.7 | $\underline{3.4}$ | 3.9 | 6.3 | 34.8 | 19.1 | 6.5 | 6.2 | $\mathbf{1 . 2}$ | 8.9 |  |  |  |  |  |  |  |  |
| Twonorm | $21.6 \pm 0.7$ | 4.6 | $\underline{3.8}$ | 4.0 | 5.5 | 4.6 | $\underline{3.8}$ | 4.0 | 5.6 | $\mathbf{3 . 7}$ | 6.6 |  |  |  |  |  |  |  |  |
| Vowel | $26.5 \pm 2.4$ | 4.9 | $\underline{4.7}$ | 6.1 | 8.4 | 5.0 | 4.6 | 6.0 | 8.4 | 7.5 | 13.2 |  |  |  |  |  |  |  |  |
| Waveform | $29.0 \pm 1.3$ | 19.2 | $\mathbf{1 6 . 9}$ | $\underline{17.3}$ | 19.3 | 22.5 | 17.5 | 17.6 | 19.4 | 17.4 | 19.4 |  |  |  |  |  |  |  |  |
| Wine | $9.2 \pm 4.0$ | 2.6 | $\mathbf{1 . 2}$ | 1.8 | 3.1 | 7.7 | $\underline{1.5}$ | $\underline{1.5}$ | 3.0 | 4.1 | 6.4 |  |  |  |  |  |  |  |  |

Table 3．Win／draw／loss records summary．For each column，the record with higher wins－losses is highlighted in bold face（if positive）

|  | C4．5 | class－switching |  |  |  | flipping |  |  |  | boosting | bagging |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\hat{p}=4 / 5$ | $\hat{p}=3 / 5$ | $\hat{p}=2 / 5$ | $\hat{p}=1 / 5$ | $\hat{p}=4 / 5$ | $\hat{p}=3 / 5$ | $\hat{p}=2 / 5$ | $\hat{p}=1 / 5$ |  |  |
| C4．5 | X | 1／0／14 | 1／0／14 | 1／0／14 | 0／0／15 | 9／0／6 | 7／0／8 | 1／0／14 | 0／0／15 | 1／0／14 | 1／0／14 |
| 0 ）$\hat{p}=4 / 5$ | 14／0／1 | X | 3／0／12 | 4／0／11 | 10／1／4 | 12／2／1 | 7／0／8 | 4／1／10 | 8／1／6 | 6／0／9 | 10／0／5 |
| 令 $\hat{p}=3 / 5$ | 14／0／1 | 12／0／3 | X | 10／2／3 | 13／0／2 | 15／0／0 | 11／3／1 | 13／1／1 | 13／0／2 | 10／0／5 | 12／0／3 |
| 会 $\hat{p}$ | 14／0／1 | 11／0／4 | $3 / 2 / 10$ | X | 14／0／1 | 14／0／1 | 10／0／5 | 8／4／3 | 14／0／1 | 11／0／4 | 12／1／2 |
| む ${ }_{\text {\％}}$ | 15／0／0 | 4／1／10 | 2／0／13 | 1／0／14 | X | 12／0／3 | 8／0／7 | 5／0／10 | 7／2／6 | 5／0／10 | 10／0／5 |
| $\hat{p}=4 / 5$ | 6／0／9 | 1／2／12 | 0／0／15 | 1／0／14 | 3／0／12 | X | 1／0／14 | 1／0／14 | 3／0／12 | 1／0／14 | 4／0／11 |
|  | 8／0／7 | 8／0／7 | $1 / 3 / 11$ | 5／0／10 | 7／0／8 | 14／0／1 | X | $5 / 1 / 9$ | $7 / 1 / 7$ | 3／0／12 | 6／0／9 |
|  | 14／0／1 | 10／1／4 | $1 / 1 / 13$ | $3 / 4 / 8$ | 10／0／5 | 14／0／1 | $9 / 1 / 5$ | X | $9 / 1 / 5$ | 5／0／10 | 11／0／4 |
| $\hat{p}=1 / 5$ | 15／0／0 | $6 / 1 / 8$ | 2／0／13 | 1／0／14 | $6 / 2 / 7$ | 12／0／3 | $7 / 1 / 7$ | $5 / 1 / 9$ | X | 5／0／10 | $9 / 1 / 5$ |
| boosting | 14／0／1 | 9／0／6 | $5 / 0 / 10$ | 4／0／11 | 10／0／5 | 14／0／1 | 12／0／3 | 10／0／5 | 10／0／5 | X | 11／0／4 |
| bagging | 14／0／1 | 5／0／10 | 3／0／12 | $2 / 1 / 12$ | 5／0／10 | 11／0／4 | 9／0／6 | 4／0／11 | $5 / 1 / 9$ | 4／0／11 | X |



Fig. 4. Average train (top plot) and test (bottom plot) errors for the Breast Cancer Wisconsin dataset
defined in Eq. (7) : Higher $\hat{p}$ values result in slower convergence. In the Breast Cancer Wisconsin set, for example, the class-switching ensemble with $\hat{p}=4 / 5$ obtained the best accuracy, but it needed 200, 400 and 800 classifiers to arrive to error rates equivalent to bagging, class-switching ensemble with $\hat{p}=1 / 5$ and boosting, respectively. Slight improvements can be obtained if more classifiers are generated (see the bottom plot in Fig. 4). In some other sets (Threenorm, Tic-tac-toe and Twonorm) the class-switching ensemble with $\hat{p}=4 / 5$ can produce better results if larger ensembles are generated (In Twonorm an error of 3.8 is obtained when using 2000 trees and in Tic-tac-toe an error of 4.9 is obtained for 5000 trees).

Table 4
Average number of base classifier (in \%) with test error higher than $p_{\text {max }}$
class-switching

| Dataset | $\hat{p}=4 / 5$ | $\hat{p}=3 / 5$ |
| :--- | ---: | ---: |
| Australian | 9.2 | 0.1 |
| Breast W. | 0.3 | 0.0 |
| Diabetes | 12.1 | 1.0 |
| German | 12.9 | 1.1 |
| Heart | 21.4 | 6.2 |
| Horse-Colic | 9.4 | 0.2 |
| Ionosphere | 12.1 | 0.5 |
| New-thyroid | 4.2 | 0.0 |
| Segment | 0.0 | 0.0 |
| Threenorm | 3.5 | 0.0 |
| Tic-tac-toe | 5.2 | 0.0 |
| Twonorm | 0.2 | 0.0 |
| Vowel | 0.0 | 0.0 |
| Waveform | 0.1 | 0.0 |
| Wine | 5.3 | 0.1 |

It is important to note that also the classification accuracy is related to $\hat{p}$. From Table 2 and Fig. 4 we see that higher values of $\hat{p}$ tend to produce higher accuracies. However, when using values of $\hat{p}$ near to $1(\hat{p}=4 / 5)$, the classswitching test errors are generally worse than $\hat{p}=3 / 5$. This can be explained by looking at generalisation errors of the generated individual classifiers. Table 4 presents the average number of classifiers that have generalisation errors higher than $p_{\max }$ (i.e. those that impair the overall ensemble performance) for class-switching ensembles with $\hat{p}=3 / 5$ and $\hat{p}=4 / 5$. In the German Credit dataset, class-switching ensembles with $\hat{p}=4 / 5$ have an average of $12.9 \%$ of the classifiers with individual test error rate over 0.5 (even though the ensemble has an average error rate of 26.7 ), whereas with $\hat{p}=3 / 5$ this value is reduced to $1.1 \%$ (producing an generalisation error of 25.0 ).

The flipping and class-switching algorithms produce very similar generalisation errors in the datasets with equal distributed classes. However, and as expected from Eq. (3), using flipping together with $p$ values that are above the proportion of the minority class produces too many examples labelled with the majority class in the feature space region where the minority class

Table 5
Average test errors for Threenorm using unbalance sets for class-switching/flipping algorithms

|  | $\hat{p}=4 / 5$ | $\hat{p}=3 / 5$ | $\hat{p}=2 / 5$ | $\hat{p}=1 / 5$ |
| :--- | :---: | ---: | ---: | ---: |
| $P_{\text {min }}=0.5$ | $18.7 / 18.7$ | $\mathbf{1 7 . 7} / \mathbf{1 7 . 7}$ | $18.2 / 18.2$ | $19.9 / 20.0$ |
| $P_{\text {min }}=0.4$ | $18.9 / 37.8$ | $\mathbf{1 7 . 9} / 23.8$ | $\mathbf{1 7 . 9} / 19.8$ | $19.5 / 19.6$ |
| $P_{\text {min }}=0.3$ | $18.0 / 30.0$ | $\mathbf{1 7 . 1} / 29.6$ | $\underline{17.3} / 22.7$ | $18.0 / 19.1$ |
| $P_{\text {min }}=0.2$ | $15.1 / 20.0$ | $\underline{14.6} / 20.0$ | $\mathbf{1 4 . 4} / 19.9$ | $14.9 / 17.0$ |
| $P_{\text {min }}=0.1$ | $9.7 / 10.0$ | $\mathbf{9 . 6} / 10.0$ | $\mathbf{9 . 6} / 10.0$ | $\mathbf{9 . 6} / 10.0$ |

examples are located. This misleads the base learning algorithm, which labels these regions incorrectly. In Table 2 this effect can be observed for $P_{\text {min }} \approx p$ and $P_{\min } \leq p$. In those cases the ensemble labels all the feature space as belonging to the majority class, producing test errors equal to the proportion of the minority class.

Since the main error differences between our algorithm and Breiman's occur mainly when the datasets are unbalanced, we have carried out a detailed comparison between both methods for the synthetic set Threenorm. We select the Threenorm set because the results obtained by both algorithms are very similar when a balanced dataset (approximately equal number of examples from both classes) is used. Furthermore, using a synthetic set allows us to modify the a priori class probabilities when generating the training and testing sets. Both algorithms are tested using $P_{\min }$ (i.e., the fraction of examples belonging to the minority class) values of: $0.4,0.3,0.2$ and 0.1 . For each value of $P_{\text {min }}$ we generated 10 training sets of 300 examples and one test set composed of 5000 with the same class proportions. The average errors for both algorithms in the test sets for different values of $\hat{p}$ and $P_{\text {min }}$ are shown in Table 4 together, for reference, with the results for the balance sets $\left(P_{\min }=0.5\right)$ from Table 2. The results show that with decreasing $P_{\min }$ the range of available values of $p$ for the flipping algorithm is reduced and its generalisation capability is also reduced. Flipping and class-switching obtain similar results for the balanced set. Nevertheless, it is significantly worse than class-switching (1.9 error percentage points worse) when slightly unbalanced sets are used $\left(P_{\text {min }}=0.4\right)$, considering the best accuracy of each algorithm across the different values of $\hat{p}$. This difference increases for $P_{\text {min }}=0.3$ and $P_{\text {min }}=0.2$ to 2.0 and 2.4 respectively. For $P_{\text {min }}=0.1$ the difference decreases to 0.4 error percentage points. However, this last experiment configuration is quite difficult since only 30 examples of the minority class are used.

## 5 Conclusions

In this article we show that randomly switching the class labels can be used to construct ensembles with error accuracies better than bagging and comparable or better than boosting on several UCI datasets. This improvements of classification are only reached for relatively high class switching rates and large ensembles.

Randomising outputs as a method to generate ensembles of classifiers was first proposed by Breiman in [18]. In this reference, the classification experiments are carried out with ensembles of 100 classifiers, which are too small to exhibit the method's full potential. In this work, we have shown that fairly large ensembles (with up to 1000 units) are needed to attain the asymptotic ensemble error rate, especially for high class switching values $(p)$. Contrary to Breiman's prescription, the probability of switching class label is kept constant (i.e. independent of the original label and class distribution) for every training example. This has the advantage that higher switching rates can be used for unbalance datasets and, as the experiments show, better accuracies can be produced. In balanced datasets, Breiman's method and the class switching ensembles presented here have comparable classification accuracies.

Another important issue studied in this article is the relation between the switching rate parameter $p$ with the accuracy and convergence of the ensemble. Higher $p$ values introduce more noise in the individual classification problems that the base algorithm tackles. This means that, for higher $p$ 's, every learner represents a classification pattern that bears less resemblance to the original problem, and that, as a consequence, larger ensembles are needed to capture the regularities in the original unperturbed problem. Notwithstanding, far from being a drawback, high $p$ values produce more complex boundaries that can produce better generalisation accuracy. There still exists an upper limit for $p$, which is reached when the generated individual classifiers exhibit generalisation errors close to random guessing. The experiments carried out show that class-switching ensembles with relative switching rates of $3 / 5$ achieve the best average performance on the tested datasets.

The simple procedure used for the generation of perturbed training sets allows a statistical analysis of the ensemble training in terms of a Bernoulli process. Provided that the base classifiers are sufficiently flexible to obtain a perfect classification on the perturbed training sets, the learning curves displaying the dependence of the training error on the size of the class-switching ensemble can be described with a sum of binomial terms. Furthermore these curves are independent of the learning problem, except in sets that contain several examples characterised by the same feature vector.
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