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Abstract. The Nelder–Mead simplex algorithm, first published in 1965, is an enormously pop-
ular direct search method for multidimensional unconstrained minimization. Despite its widespread
use, essentially no theoretical results have been proved explicitly for the Nelder–Mead algorithm.
This paper presents convergence properties of the Nelder–Mead algorithm applied to strictly convex
functions in dimensions 1 and 2. We prove convergence to a minimizer for dimension 1, and various
limited convergence results for dimension 2. A counterexample of McKinnon gives a family of strictly
convex functions in two dimensions and a set of initial conditions for which the Nelder–Mead algo-
rithm converges to a nonminimizer. It is not yet known whether the Nelder–Mead method can be
proved to converge to a minimizer for a more specialized class of convex functions in two dimensions.
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1. Introduction. Since its publication in 1965, the Nelder–Mead “simplex” al-
gorithm [6] has become one of the most widely used methods for nonlinear uncon-
strained optimization. The Nelder–Mead algorithm should not be confused with the
(probably) more famous simplex algorithm of Dantzig for linear programming; both
algorithms employ a sequence of simplices but are otherwise completely different and
unrelated—in particular, the Nelder–Mead method is intended for unconstrained op-
timization.

The Nelder–Mead algorithm is especially popular in the fields of chemistry, chem-
ical engineering, and medicine. The recent book [16], which contains a bibliography
with thousands of references, is devoted entirely to the Nelder–Mead method and vari-
ations. Two measures of the ubiquity of the Nelder–Mead method are that it appears
in the best-selling handbook Numerical Recipes [7], where it is called the “amoeba
algorithm,” and in Matlab [4].

The Nelder–Mead method attempts to minimize a scalar-valued nonlinear func-
tion of n real variables using only function values, without any derivative information
(explicit or implicit). The Nelder–Mead method thus falls in the general class of di-
rect search methods; for a discussion of these methods, see, for example, [13, 18]. A
large subclass of direct search methods, including the Nelder–Mead method, maintain
at each step a nondegenerate simplex, a geometric figure in n dimensions of nonzero
volume that is the convex hull of n+ 1 vertices.

Each iteration of a simplex-based direct search method begins with a simplex,
specified by its n + 1 vertices and the associated function values. One or more test
points are computed, along with their function values, and the iteration terminates
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with bounded level sets, section 4 analyzes the Nelder–Mead method in one dimen-
sion, and section 5 presents limited convergence results for the standard Nelder–Mead
algorithm in two dimensions. Finally, section 6 discusses open problems.

2. The Nelder–Mead algorithm. The Nelder–Mead algorithm [6] was pro-
posed as a method for minimizing a real-valued function f(x) for x ∈ Rn. Four scalar
parameters must be specified to define a complete Nelder–Mead method: coefficients
of reflection (ρ), expansion (χ), contraction (γ), and shrinkage (σ). According to the
original Nelder–Mead paper, these parameters should satisfy

ρ > 0, χ > 1, χ > ρ, 0 < γ < 1, and 0 < σ < 1.(2.1)

(The relation χ > ρ, while not stated explicitly in the original paper, is implicit in
the algorithm description and terminology.) The nearly universal choices used in the
standard Nelder–Mead algorithm are

ρ = 1, χ = 2, γ = 1
2 , and σ = 1

2 .(2.2)

We assume the general conditions (2.1) for the one-dimensional case but restrict our-
selves to the standard case (2.2) in the two-dimensional analysis.

2.1. Statement of the algorithm. At the beginning of the kth iteration, k ≥ 0,
a nondegenerate simplex ∆k is given, along with its n + 1 vertices, each of which is
a point in Rn. It is always assumed that iteration k begins by ordering and labeling

these vertices as x
(k)
1 , . . . , x

(k)
n+1, such that

f
(k)
1 ≤ f (k)

2 ≤ · · · ≤ f (k)
n+1,(2.3)

where f
(k)
i denotes f(x

(k)
i ). The kth iteration generates a set of n + 1 vertices that

define a different simplex for the next iteration, so that ∆k+1 6= ∆k. Because we seek

to minimize f , we refer to x
(k)
1 as the best point or vertex, to x

(k)
n+1 as the worst point,

and to x
(k)
n as the next-worst point. Similarly, we refer to f

(k)
n+1 as the worst function

value, and so on.
The 1965 paper [6] contains several ambiguities about strictness of inequalities

and tie-breaking that have led to differences in interpretation of the Nelder–Mead
algorithm. What we shall call “the” Nelder–Mead algorithm (Algorithm NM) includes
well-defined tie-breaking rules, given below, and accepts the better of the reflected
and expanded points in step 3 (see the discussion in section 3.1 about property 4 of
the Nelder–Mead method).

A single generic iteration is specified, omitting the superscript k to avoid clutter.
The result of each iteration is either (1) a single new vertex—the accepted point—
which replaces xn+1 in the set of vertices for the next iteration, or (2) if a shrink is
performed, a set of n new points that, together with x1, form the simplex at the next
iteration.

One iteration of Algorithm NM (the Nelder–Mead algorithm).
1. Order. Order the n + 1 vertices to satisfy f(x1) ≤ f(x2) ≤ · · · ≤ f(xn+1),

using the tie-breaking rules given below.
2. Reflect. Compute the reflection point xr from

xr = x̄ + ρ(x̄− xn+1) = (1 + ρ)x̄− ρxn+1,(2.4)
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where x̄ =
∑n
i=1 xi/n is the centroid of the n best points (all vertices except for

xn+1). Evaluate fr = f(xr).
If f1 ≤ fr < fn, accept the reflected point xr and terminate the iteration.

3. Expand. If fr < f1, calculate the expansion point xe,

xe = x̄ + χ(xr − x̄) = x̄ + ρχ(x̄− xn+1) = (1 + ρχ)x̄− ρχxn+1,(2.5)

and evaluate fe = f(xe). If fe < fr, accept xe and terminate the iteration; otherwise
(if fe ≥ fr), accept xr and terminate the iteration.

4. Contract. If fr ≥ fn,
perform a contraction between x̄ and the better of xn+1 and xr.
a. Outside. If fn ≤ fr < fn+1 (i.e., xr is strictly better than xn+1), perform an
outside contraction: calculate

xc = x̄ + γ(xr − x̄) = x̄ + γρ(x̄− xn+1) = (1 + ργ)x̄− ργxn+1,(2.6)

and evaluate fc = f(xc). If fc ≤ fr, accept xc and terminate the iteration; otherwise,
go to step 5 (perform a shrink).
b. Inside. If fr ≥ fn+1, perform an inside contraction: calculate

xcc = x̄− γ(x̄− xn+1) = (1− γ)x̄ + γxn+1,(2.7)

and evaluate fcc = f(xcc). If fcc < fn+1, accept xcc and terminate the iteration;
otherwise, go to step 5 (perform a shrink).

5. Perform a shrink step. Evaluate f at the n points vi = x1 + σ(xi − x1),
i = 2, . . . , n+ 1. The (unordered) vertices of the simplex at the next iteration consist
of x1, v2, . . . , vn+1.

Figures 1 and 2 show the effects of reflection, expansion, contraction, and shrink-
age for a simplex in two dimensions (a triangle), using the standard coefficients ρ = 1,
χ = 2, γ = 1

2 , and σ = 1
2 . Observe that, except in a shrink, the one new vertex always

lies on the (extended) line joining x̄ and xn+1. Furthermore, it is visually evident that
the simplex shape undergoes a noticeable change during an expansion or contraction
with the standard coefficients.

The Nelder–Mead paper [6] did not describe how to order points in the case of
equal function values. We adopt the following tie-breaking rules, which assign to

the new vertex the highest possible index consistent with the relation f(x
(k+1)
1 ) ≤

f(x
(k+1)
2 ) ≤ · · · ≤ f(x

(k+1)
n+1 ).

Nonshrink ordering rule. When a nonshrink step occurs, the worst vertex

x
(k)
n+1 is discarded. The accepted point created during iteration k, denoted by v(k),

becomes a new vertex and takes position j + 1 in the vertices of ∆k+1, where

j = max
0≤`≤n

{ ` | f(v(k)) < f(x
(k)
`+1) };

all other vertices retain their relative ordering from iteration k.

Shrink ordering rule. If a shrink step occurs, the only vertex carried over

from ∆k to ∆k+1 is x
(k)
1 . Only one tie-breaking rule is specified, for the case in which

x
(k)
1 and one or more of the new points are tied as the best point: if

min{f(v
(k)
2 ), . . . , f(v

(k)
n+1)} = f(x

(k)
1 ),
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Fig. 1. Nelder–Mead simplices after a reflection and an expansion step. The original simplex is
shown with a dashed line.
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Fig. 2. Nelder–Mead simplices after an outside contraction, an inside contraction, and a shrink.
The original simplex is shown with a dashed line.

then x
(k+1)
1 = x

(k)
1 . Beyond this, whatever rule is used to define the original ordering

may be applied after a shrink.

We define the change index k∗ of iteration k as the smallest index of a vertex
that differs between iterations k and k + 1:

k∗ = min{ i | x
(k)
i 6= x

(k+1)
i }.(2.8)

(Tie-breaking rules are needed to define a unique value of k∗.) When Algorithm NM
terminates in step 2, 1 < k∗ ≤ n; with termination in step 3, k∗ = 1; with termination
in step 4, 1 ≤ k∗ ≤ n + 1; and with termination in step 5, k∗ = 1 or 2. A statement
that “xj changes” means that j is the change index at the relevant iteration.

The rules and definitions given so far imply that, for a nonshrink iteration,
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It is interesting that, apart from this further requirement, the conditions (2.1) given
in the original Nelder–Mead paper suffice to ensure convergence in one dimension.
The behavior of the algorithm in dimension 1 can nonetheless be very complicated;
for example, there can be an infinite number of expansions even when convergence is
M -step linear (Theorem 4.2).

In two dimensions, the behavior of even the standard Nelder–Mead method (with
ρ = 1, χ = 2, and γ = 1

2 ) is more difficult to analyze for two reasons:
1. The space of simplex shapes is not compact, where the shape of a simplex

is its similarity class; see the discussion at the end of section 2. It appears that the
Nelder–Mead moves are dense in this space, i.e., any simplex can be transformed by
some sequence of Nelder–Mead moves to be arbitrarily close to any other simplex
shape; this property reflects the intent expressed by Nelder and Mead [6] that the
simplex shape should “adapt itself to the local landscape.” This contrasts strongly
with the nature of many pattern search methods [13], in which the simplex shapes
remain constant.

2. The presence of the expansion step means that vol(∆) is not a Lyapunov
function3 for the iteration.

The two-dimensional results proved in section 5 seem very weak but conceivably
represent the limits of what can be proved for arbitrary strictly convex functions.
In particular, Theorem 5.2 leaves open the possibility that the ever-smaller simplices
endlessly “circle” the contour line f(x) = f∗. Since no examples of this behavior
are known, it may be possible to prove the stronger result that the simplices always
converge to a single point x∗.

An obvious question concerns how the Nelder–Mead method can fail to converge
to a minimizer in the two-dimensional case. Further analysis suggests that, for suitable
strictly convex functions (C1 seems to suffice), failure can occur only if the simplices
elongate indefinitely and their shape goes to “infinity” in the space of simplex shapes
(as in the McKinnon counterexample).

An interesting open problem concerns whether there exists any function f(x)
in R2 for which the Nelder–Mead algorithm always converges to a minimizer. The
natural candidate is f(x, y) = x2 + y2, which by affine-invariance is equivalent to
all strictly convex quadratic functions in two dimensions. A complete analysis of
Nelder–Mead for x2 + y2 remains an open problem.

Our general conclusion about the Nelder–Mead algorithm is that the main mys-
tery to be solved is not whether it ultimately converges to a minimizer—for general
(nonconvex) functions, it does not—but rather why it tends to work so well in practice
by producing a rapid initial decrease in function values.
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