
Semicustom  and  Custom LSI Technology 

Semicustom  and  custom LSls have become very important  for 
system manufacturers because they  provide system products  with 
distinctive features that  cannot  be  furnished  by  using  only stan- 
dard LSls such as microprocessors. From this point  of view,  rapid 
development is essential for semicustom  and  custom LSls, but 
there are other factors to be  considered  for  determining  the  device 
technology  and  design  methodology  such as performance  require- 
ments, allowable  development costs, and  production  quantities. 

In  this paper, these aspects for  semicustom  and  custom LSI de- 
velopment are discussed. We first review the  device  technology 
and  then discuss various design  methodologies  with an emphasis 
on standard cell designs. New  design  methodologies,  such as sili- 
con  compilers  and  AI approaches, are also included. 

I. INTRODUCTION 

Because of  the advancement of LSI technologies, as rep- 
resented by  memories  and microprocessors, it is now  tech- 
nologically possible to integrate  more  than  one  million 
transistors on a single chip. As a  result, LSI technologies 
have made various  types  of electronic  equipment,  from 
mainframecomputersto homeappliances, smaller and less 
expensive, contributing  to  the  rapid expansion  of the elec- 
tronics industries. This, in  turn, is accelerating the  growth 
of  the  semiconductor  industry  in two areas: standard prod- 
ucts, such as microprocessors and memories, and  custom 
LSls. 

A highly  integrated off-the-shelf product,  if  it can be  pro- 
duced at a low price  by mass production,  will become  a de 
facto standard. On  the  other hand, systems manufacturers 
must have uniquefeatures  built  intotheir systems products 
so that they can establish  a distinct place for themselves in 
the market. 

This apparent conflict is the reason why semicustom LSls 
have become so important.  In short, systems products en- 
joy  high  performance  and  low cost by  incorporating stan- 
dard devices, while  they establish their uniqueness by  in- 
corporating semicustom LSls. In this context,  semicustom 
andlor  custom design methods are indispensable for sys- 
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terns manufacturers to establish the  unique features of their 
products. This is why  they are  greatly concerned  with semi- 
custom  or  custom LSI technologies. 

If semicustom andlor  custom LSI devices are essential for 
systems manufacturers to demonstrate  the usefullness of 
their  products,  manufacturers  must  be able to design  and 
fabricate  these devices more  quickly  than  their  competi- 
tors. Therefore, the  capability  for  rapid  development is  an- 
other essential characteristic  of  semicustom  and custom 
technologies. 

The types of  integrated  circuits  that are used for semi- 
custom and custom designs include: 

1) Field  Programmable Logic Devices (FPLDs) 
2) Gate Arrays (GAS) 
3) Standard Cell LSls  (SCs) 
4) Full Custom LSls (FCs). 

Fig. 1 shows the features of these devices as they appear 
in application system development processes, from sys- 
tems design through evaluation.  Hatched areas denote  the 
processes done  by  semiconductor manufacturers; other 
areas denote those done  by  application systems devel- 
opers. From Fig. 1, the features of  the  four devices from  the 
viewpoint  of systems designers can be stated as follows: 

1) FPLDs are not  customized  by  semiconductor  manu- 

I ~ FPLD GA sc FC I 
I System  Design 
I Logic  Design 

I 
Evaluation / 0 1  

I 

Fig. 1. Features of custom  devices. o-necessary; n-par- 
tially necessary; x-not  required. 
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facturers. They are off-the-shelf products  that can be pur- 
chased and customized  for specific applications by systems 
manufacturers. FPLDs allow systems manufacturers to 
completelycontrol  their  development  period because there 
is nothing  to  be  customized  by  the  semiconductor man- 
ufacturers. 

2) GAS are characterized by a customization  method  in 
which  logic designs done  by systems designers are con- 
verted  to  wiring patterns that  interconnect  prefabricated 
standard  transistor arrays to  obtain specific LSls. Prefabri- 
cation of  standard arrays, or master slices, allows  reduction 
of  the  development  period  by  completing  beforehand 
about  two-thirds  of  the  time-consuming  fabrication  pro- 
cesses and by using  the  remaining  one-third  of  the  pro- 
cesses for  customization.  It also allows cost reduction  by 
using mass-produced  standard master slices. 

3) SC methods  allow systems designers to design appli- 
cation-specific LSls, or ASLSI, in  the same waythey  develop 
breadboards using standard TTL logic. They do this  by  pro- 
viding  the designers with standard logic  functions  that are 
called  standard cells. Though SCs require many of  the same 
processes, such as mask making and  wafer  fabrication, as 
full  custom LSls, they  allow systems designers to  skip cer- 
tain processes, such as  TTL to MOS logic  conversion  (in- 
clusion of  transfer gates) and  circuit design, which are dif- 
ficult  without  the  help  of  semiconductor device designers. 

4) Full custom designs allow  the designer to  optimally 
customize all the transistors to be used in a system. There- 
fore, theyarethe mosttime-consumingdevicesto produce, 
but  they  permit  the highest density LSI designs. Many  of 
the microprocessors have been  full custom, or  hand- 
crafted, designs. 

In Fig. 1, going  from  left  to  right,  from FPLD to FC, the 
design method gives more  density  but  requires  longer de- 
sign time. 

When selecting  a customization  method  for LSls to be 
used in  developing systems applications, it is essential to 
take such factors into  account as system size (gate count), 
allowable development  time and cost, and  expected die size 
(chip cost). Fig. 2 shows the  chip size difference  of LSls as 
designed by  the gate array, standard cell, and full  custom 

Gate Standard Hand 
Array Cell Craft 

Chip  Size  100%  15% 40% 

Time 
Development 2.2 KG 2.5 month 4.0  13.0 

' 6.0 KG 3.0 month  4.5 1 17.5 

Fig. 2. Device  density versus development  time (CMOS 2 
wn).  

approaches for  the same application. This estimate i s  based 
on  experimental results  of redesigning  handcrafted LSls in 
GAS  and FCs, using 2-pm rule  CMOS  technology. This fig- 
ure shows that SC methods attain  a 25-percent chip re- 
duction at a cost of a 50-percent increase in  development 
time as compared  with GA methods. 

ASlCs may be  divided  into  two categories: FPLDs, which 
are not  customized  by  semiconductor manufacturers,  and 
GAS, SCs, and FCs, which are. In  what  follows,  we  will dis- 

cuss device technologies and  design methodologies  for 
these customization technologies, with emphasis on  the 
technologies for shorter turn-around  time and large-scale- 
system realization. 

II. DEVICE TECHNOLOGY 

A. General Trends 

Regardless of  the level of customization-semicustom or 
full custom-the trends are toward  higher device density 
and higher speed. Research efforts are directed to realize 
these goals in each of  the device  technologies. Among 
these, the greatest importance has been recognized for ECL, 
which can realize ultra-high speed in  bipolar  technology, 
and CMOS, which can attain high speed and high device 
densityowing  to  the  low  power  consumption  in  MOS tech- 
nology. TTL, which was once a  major technology  for real- 
izing  logic devices, has proved  to be  of minor  importance 
for  custom LSls. TTL devices cannot achieve the  density  of 
MOS devices, and  their speed has almost  been  matched by 
MOS devices. PMOS, in  the same context, has come  to be 
used only  for low-cost  calculators  and  similar  applications. 

CMOS technologies have achieved  remarkable progress 
as the device technology  for  middle-  to high-speed  and 
large-scale logic circuits. Thus they are considered to be  the 
most promising approach  available  today.  Their  major ad- 
vantage is  their very small power  consumption, especially 
for standby power. This is not  only most beneficial  for bat- 
tery-operated equipment  but essential for VLSls because 
heat generation is  one  of  the most serious problems  for 
large-scale integration. 

CMOS designs present  a disadvantage in  that  the  die size 
they  require is  larger than  that  required  by  NMOS  for  the 
same circuit.  New technologies, such as domino  circuits 
and clocked circuits, are reducing  the  die size difference 
between CMOS  and NMOS designs, however.  A hybrid ap- 
proach, where  NMOS designs are used in  low-power-con- 
sumption  circuits and  CMOS designs are used in  high- 
power-consumption circuits,  such as drivers, i s  another ad- 
vantageous technology  in  that it combines  the high-speed 
operation of NMOS and the  low  power  consumption  of 
CMOS. 

In  the ultra-high-speed  region, ECL and CML  technolo- 
gies are used exclusively, and their  superiority is irresist- 
ible.  Their switching speed is  being  improved  toward  the 
low subnanoseconds, demonstrating  the  feasibility  of less 
than 100-ps switching  time [I]. Their scale of integration, 
however, is  around several hundred  to a  few thousand 
gates, and  a certain  limit is anticipated  due to  their  high 
power  dissipation. 

In a much  higher speed region, new  semiconductor de- 
vices are being explored, such as Josephson-junction de- 
vices and gallium arsenide devices. Gallium arsenide de- 
vices are expected to be applied to real-world systems in 
the near future  and are one  of  the most promising tech- 
nologies.Theresearch  resultsshowthe  possibilityof super- 
high-speed operation and  a high degree  of integration [2]. 
Switching speeds several times as fast as thosefor ECLs have 
been achieved in  laboratory experiments,  and power  con- 
sumption is  expected to  be a fraction  of  that  of ECLs. 
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Fig. 3. Speed  versus integration scale. 

Among  other  bipolar technologies, Integrated  Injection 
Logic is expected to  be extensively applied to  custom de- 
vices that  contain analog circuits because this approach 
makes it easy to  include linear devices and logic devices on 
the same chip. 

Fig. 3 shows the  distribution  of  operation speed and scale 
of  integration  for gate arrays achieved by various  device 
technologies [3]. This chart  clearly shows the  trends dis- 
cussed above: expansion of  the CMOS area covering  that 
ofTTL,thesuperiorityof ECL in  the ultra-high-speed  region, 
and theoverwhelming  predominance of  CMOS in  the large- 
scale integration region. 

B. CMOS Technology Trends 

Two CMOS  technologies have been used: the silicon-gate 
MOS and the metal-gate MOS. The silicon-gate technology 
has become dominant because it allows higher  operation 
speed and  a higher degree of  integration  by  using  finer pat- 
tern geometry. In a gate-array example, a typical  propa- 
gation delay of 2.0 to 4.0 ns for 3-pm rule devices has been 
reduced to 1.5 to 2.0 ns by  using 2-pm rules. Further, 1.2- 
to 1.5-pm devices show 1.0- to 1.2-11s delay, and  subnano- 
second delay is expected by  using  submicrometer rules, 
realizing  the same operation speed as bipolar devices ex- 
cluding ECL. 

Another technologyfor achieving higher  operating speed 
is the so-called bi-CMOS  technology [4], in  which  bipolar 
devices and  CMOS devices are combined  in basic circuits. 
This approach adds the features of  bipolar devices-high 
operating speed and  high  current  capability-to CMOS 
characteristics. Subnanosecond speed has been achieved. 
Still another emerging  approach is  silicon-on-sapphire 
technology, in  which a  sapphire  substrate is  used instead 
of  bulk silicon.  The high  insulation characteristics of  the 
substrate reduce stray capacitance, permitting subnano- 
second switching speed. Because it requires special pro- 
cesses such as hetero-epitaxy of  silicon  on sapphire and 
because it is difficult  toobtain large-diameter sapphiresub- 
strates, this approach  remains  a  sophisticated technology 
for special-purpose LSls. There are, however, examples of 

0.11 I 
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SOS LSls utilized  in general-purpose systems, such as the 
CMOS/SOS gate arrays used in super minicomputers [5]. 
In  order  for  the  technology  to  be  widely applied, several 
problems  must be solved, such as growing larger  sapphire 
crystals and growing a high-quality  silicon single  crystal by 
epitaxy. 

C. Multilayer Wiring  Technology 

Wiring  technologies are very important  for  custom LSls 
and, especially, for semicustom LSls. Metal  wiring has be- 
come widely used  instead of high-resistance  materials such 
as polysilicon and diffusion layers which  were used until 
recently. This has greatly reduced  the  propagation delay in 
wiring and at the same time has enabled LSI designers to 
estimate the delays relatively easily at the design phase. It 
has also become possible to use multiple layers for  wiring, 
which enable the  wiring area on a chip  to  be reduced.  Au- 
tomatic  wiring  by  CAD is indispensable  for semicustom de- 
vices such as gate arrays, and  multilayer  wiring has helped 
to increase the  flexibility  for  automatic  wiring. Two-layer 
metal wiring [6] has become  widely used, and there have 
been proposals for  three-layerwiring [q. In  the future, more 
layers will  be used for  wiring,  permitting a higher degree 
of  integration  by  reducing  the area for  wiring and thus  in- 
creasing the  density  of  the devices integrated. 

I l l .  DESIGN METHODOLOGY 

A. Customization  Technology Trends 

Custom LSls have acquired a  very important  position in 
systems product design by  offering smaller size, lower cost, 
higher speed, and  higher  reliability. It is no exaggeration 
to say that  rapid  development  of  custom LSls is a matter  of 
life and  death for systems manufacturers. Higher integra- 
tion  of devices, however, has led  to  much  longer design 
time, thus  making it difficult  to  maintain  design  reliability 
in  reduced  development  time. On the  other hand, custom 
LSls to be  developed  for a particular system tend to  be  more 
and  more  dedicated  to  the target system and less and less 
general-purpose. The phrases "system on a chip" and " a p  
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plication-specific  IC"clearlydescribe  the present situation: 
many different types of LSls  are being used in small quan- 
tities  for specific applications. This necessitates reduction 
of  design costs as compared  with  production costs. To ad- 
dressthis issue, research anddevelopmentworkonvarious 
customization  technologies  and  automated design tech- 
nologies is  being accelerated, with emphasis on design 
methodologies. 

Fig. 4 shows the general flow  of LSI design.  Starting at 
given  specifications, the  design proceeds from  functional 

I 

Speclflcatlon 
Defrnltion 

Eunctlonal 
Design 

1 Loglc  Design 

C h l p  

Fig. 4. LSI design flow. 

design, through  logic design, and  then layout, in  which 
masks are prepared and, finally, wafers are fabricated. Ef- 
forts have been  directed  to  reducing  developmenttime and 
cost by  automating  or  simplifying  the  design process. Sev- 
eral approaches have been  tried. 

1) Using Programmable Devices to Simplify Design: 
FPLDs have logic devices fabricated in a  regular form. Each 
one  of  the devices can be  programmed  to  be  utilized  or 
omitted,thusrealizingthedesiredlogicfunction.Inaprede- 
termined  logic  form, such as the AND-OR construct, a de- 
sirable logic  function can be freely  constructed  requiring 
almostnotime.Thisisthesimplestwayofmakingacustom 
LSI. 

2) Using Wiring Patterns to  Customize Arrays: In gate ar- 
rays, as mentioned before, transistor arrays are prefabri- 
cated  and wiring i s  customized to  form  logic cells  and to 
connect  the cells. It is only necessary to design the  wiring 
patterns  and  make their masks. Although  the basic logic 
cellsarepredetermined,therearealmost no  restrictionsfor 

logic constructs as compared  with  the AND-OR structure  of 
FPLDs. Therefore, the  development  time is  relatively  short. 

3) simplification o f  Layout: The next  level  of  design sim- 
plification is  to  simplify  layout design. In  this  technique, 
mask pattern designs are completed  beforehand  for basic 
logic  functions and are maintained  in a library. To design 
a  desired LSI, the necessary logic  functions are selected 
from  the  library  and  the placement and  wiring  of  the  func- 
tional  blocks are carried  out  to  form an entire  layout. These 
basic logic  functions are the SCs, and this  method was once 
called the  building-block  method.  Although  this  method 
gives a larger die size than  the FC method,  the design time 
is  greatly reduced.  Advancement of  layout  techniques  con- 
tinues to attain smaller die sizes. The standard cell ap- 
proach is considered  to  be  the most useful  customization 
technology. 

4) Simplification o f  Logic Designs: Research is being 
conducted to  further automate the design process by au- 
tomatically synthesizing the  logic  circuit  from  the  func- 
tional designs. New design  methodologies, including  this 
approach, will  be discussed in  the next  section. 

6. Field Programmable Logic Devices 

The best known  type of FPLD is the Field  Programmable 
Logic Array or FPLA [8]. This device has two gate matrices: 
the AND array and theoR array. Each node  point  of  the arrays 
has a diode  which can be programmed  to  be  intact  or open, 
thus  enabling a  desired AND-OR logic  construct. This field 
programmability is  implemented as fuse blowout  or  tran- 
sistor junction  breakdown  to  open  the  diode  circuit. This 
type  of device  offers flexibility  in  designing a  desired  logic, 
but  the  programming is  difficult  to  understand. To remedy 
this, a device known as Programmable  Array Logic, or PAL,' 
hasbeenproposed.ThisfixestheoRpartofthearray,which 
sacrifices the  flexibility  of  logic design, but makes the  pro- 
gramming easier. 

Most  of  the  current FPLAs are TTL.  The trends  in FPLAs 
aresimi1artothoseinotherdevices:achievinghigherspeed 
by  using ECL [9] and achieving  lower  power  consumption 
by  using CMOS. The latter is also expected to be used for 
erasability [IO], which  will  enable  the  programmed devices 
to  be easily adapted to design changes, thus greatly  facil- 
itating systems development. "Erase all"  type FPLAs have 
been  developed,  and research is being  conducted  on elec- 
trical erasability. Proposals for  reconfigurable devices [Il l  
have recently been made as a culmination  to  reconfigur- 
ability.  One example uses  EEPROM switches to electrically 
program  the  interconnection  of  prefabricated  functional 
blocks [12]. Fig. 5 shows an example of such devices. 

Device  manufacturers can produce FPLAs  as a  standard 
product,  requiring  no extra effort  for  customization. Sys- 
tems manufacturers can customize FPLAs in  their  own fa- 
cilities, with  no  interaction  with device  manufacturers. Thus 
FPLAs offer  the shortest development  time  of  custom LSls. 
They are particularly suitable for smaller quantity systems 
where LSI development costs should  be  minimal. FPLA de- 
sign tools are also being  improved,  enabling  the designers 
to program  them  using a higher level  language description 
rather than a truth  table  or Boolean expression  level pro- 
gramming. 

'Trademark of MMI. 
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C. Gate  Arrays 

A gate array is a device  in  which basic components such 
as transistors are arranged in an array and  preprocessed  up 
to  the  impurity  diffusion process. The semi-finished  wafer 
is  called  a master. Interconnection of basic cells  by  metal 
wiring is added  to  the master to customize  the device. Usu- 
ally, basic logic  elements  for  constructing  logic  circuits, 
such as AND gates and OR gates, and functional elements, 
such as arithmetic  units  and registers, are prepared in  a li- 
brary. The  user selects the  desired  elements  from  the li- 
brary, places them, and  interconnects  them  by  using CAD 
tools  toconstruct  thetarget system. Gatearrays are suitable 
for  random  logic  while FPLDs allow  regular-logic  designs, 
such as the AND-OR construct. 

The trends  for GAS are similar  to  those discussed in  the 
previous  section:  the  proliferation of CMOS and  multilayer 
wiring. The latter is  particularly  important  for  higher  in- 
tegration of GAS because the  chip area for  wiring increases 
more  rapidly as the  number  of basic cells increases. Mul- 
tilayer  wiring  allows  the designer to  utilize  the area oc- 
cupied by  logic  devices  for  wiring,  thus  reducing  the area 
otherwise  dedicated  to  wiring [n. As an extreme, Sea-of- 
Gates devices  [I31 have been  proposed  in  which, as the 
name  implies, no  dedicated space exists for  wiring. 

Another  trend  worth  mentioning is the  combination  of 
different devices. One example is a GA combined  with 
memory [14]. This  avoids the  inefficiency  of  constructing 
memory devices using basic cells  and  facilitates  the  design 
of logic systems with  memory. 

D. Standard Cell Designs 

The standard cell design [15], [I61 is a method  in  which 
the  desired  logic  circuits are implemented  by  combining 
and interconnecting  optimally  designed  circuit  blocks, 
called  standard  cells. In terms of the  completeness  of  the 
device  fabrication process, FPLDs are completed  products, 
GAS are semicompleted  products  with  the  wiring process 
left  to be  finished,  and SCs start with  predesigned  patterns 
of  standard cells. In this sense, SCs are considered  to be 
fullcustom-design devices because the  production  pro- 
cess i s  identical to that  for  handcrafted designs.  Standard 

cellsareusuallypreparedforstandardTTLequivalents,from 
SSls up  to MSI  level  devices  such as ALUs and registers, 
which  aresometimescalled  macrocells.  It  haseven  become 
possible to integrate  standard LSls, such as microproces- 
sors and  peripheral  controllers, in  the same manner as stan- 
dard cells. This technology is known as the  core processor 
[I71 method  or Super Integration  [I81 and  enables the de- 
signer to  implement  a  microprocessor-based system on  a 
single  chip. Such elements are often  called super macro 
cells. Fig. 6 shows a photomicrograph  of a device  designed 
by such a  method. 

Fig. 6. Super Integration. 

E. Selection of Design  Methods 

When  developing  a  custom LSI, one has to select one de- 
sign method  from  the  above  mentioned  various,  technol- 
ogies. The points  to be considered  in  selecting  a  design 
method are as follows: 

1) development costs and  time 
2) production costs  (die size) 
3) functions  to be implemented 
4) production  quantities. 

If  the  desired LSI can be developed  by several design  meth- 
ods, one has to  consider  the  overall  chip costs throughout 
the  life cycle  of the device. The overall  cost Cof an LSI chip 
is given  by 

c = - + c p  cd 
n 

where Cd is the  development cost, n is the  total  production 
quantity,  and C, is the  production cost. For FPLDs, &iscon- 
sidered to be  customization  program  development costs, 
n is  the  number  of devices used, and C, is  the sum of the 
device  price  and  programming costs. C, depends  only  on 
the  die size, independent  of  design  methods, if the same 
production process is utilized. The die size, in turn,  de- 
pends  upon  the  quality  of  the design. Thus for  the same 
process, a  costly  design  method may be used to  reduce  die 
size for  devices to be produced  in  large  quantities,  while 
a  lower cost design  method may be used for devices to  be 
produced in small quantities,  where  large  die sizes, and 
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higher cost per device, are acceptable. Standard products 
such as microprocessors have exclusively used hand- 
crafted designs where large C, is justified  by extremely  large 
n to  minimize C. The  design  time, however, may become 
another  factor to be  considered because handcrafted de- 
signs will  require unreasonably long  development  time as 
the scale of  integration  continues to  expand. Standard cell 
and super integration  methods are considered to be  the 
best design approaches to develop a full  custom device with 
adie size as small as possible  and development  time as short 
as possible. As the  integration scale grows, the  importance 
of  overall effectiveness has become  widely recognized, 
from specification definition  through  deviceevaluation. As 
a result, the necessity of a comprehensive design system 
has been generally acknowledged. Realization  of  auto- 
mated  design systems that achieve the  performance  of 
handcrafted designs and the  development  time of gate ar- 
ray or standard cell designs still faces several problems. Re- 
search is  being  continued  in each of  the design methods 
for  new  technology  to realize such an automated system. 
In  the next  section we  will focus on  the standard cell design 
method and discuss it in  more detail. 

F. Custom LSI Designs Using the Standard Cell Approach 

Ageneral design process for  custom LSls has been shown 
in Fig. 4. Design  engineers  are given  the specifications for 
the LSI including  the  function,  algorithm,  electrical char- 
acteristics, cost, package, and operating  environment. 
Based on these  specifications, the designer outlines  the 
register  transfer  level  designs by selecting  registers  and 
arithmetic  units to be used from  the  library. The resultant 
designs are described  by  flow charts, hardware  description 
languages, and so on. Firmware designs are done  in parallel 
with  functional designs in a system where  firmware is  used. 

Functional  designs are verified  by  using  functional sim- 
ulators. If an error  isdetected,  corrections are madeto  func- 
tional  and/or  firmware  design and the series of steps is re- 
peated until satisfactory  results are obtained. 

When  the  functional designs  are  completed, the  design 
is  separated into two parallel processes: one  to break down 
the  functional designs into  logic designs, and the  other  to 
generate test sequences to test the LSI chip. This step gen- 
erates test patterns  that can detect as many  stuck  faults as 
possible, utilizingthe  knowledgeof  the  function  of  thechip 
through  functional designs  and logic designs in process. 
Generated test patternsareevaluated  by  investigatingtheir 
fault coverage through  fault  simulation  when  logic designs 
are completed. Fault simulations,  however, require exten- 
sive computertime,  sothat an activation  check may be used 
instead.Thischecktestsonlywhetherornotanodechanges 
i ts logical state. 

Test generation  and  chip  testing are time-consuming 
tasks. Therefore, designs for  testability, such as the scan 
path  method, have been  developed to make testing easier. 
Using  this technique, automatic test generation and re- 
duction of  test time are achieved  relatively easily. 

Logic designs are continued  by selecting logic cells from 
the library. In this  design state, care must  be  taken to ac- 
count  for  the  electrical characteristics of  the cells  and de- 
lays caused by  wiring. After verifying  the designs by  logic 
simulations  with  timing delays, the  design proceeds to  the 
next layout stage. 

Layout designs are performed  by  the  hierarchical  layout 
method, in  which  the designer positions large blocks  con- 
taining ROMs and RAMS and  the  blocks  containing  logic 
cells and  then  determines  the  wiring  pattern  to  connect  the 
blocks. Next, layout designs are continued  for these blocks 
to  determine  their  inner  structure as shown in Fig. 7. Layout 
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Fig. 7. Hierarchical layout. 

designs are verified  by  checking  timing delays, which are 
evaluated through  calculating  the  wiring lengths. When 
satisfactory results are obtained, masks are  made using lay- 
out designs, and the  chip is  fabricated. 

G. CAD Tools 

The designs discussed above are conducted  by  using  the 
appropriate  CAD tools. In  this section, we  will discuss var- 
ious  CAD  tools  applied in standard cell designs. 

7) Design Capture: In  order  to use CAD tools,  a  designer 
must  translate his ideas into machine-readable form. Text 
editors were once used to enter  circuit  information in the 
form  of a  verbal description [19]. This method was inade- 
quate because it did not  allow  circuits to  be viewed  in two- 
dimensional  form. Recently, new  tools have been devel- 
oped  on various engineering  workstations  which  permit 
direct  input  of  circuit diagrams [20]. These tools have be- 
come widely used. Software for  direct diagram input is also 
being  developed  for personal computers. 

2) Functionaland Logic Simulators: Logic simulators are 
indispensable tools  for  logic  design  verification and have 
been  extensively used in LSI design. Recent expansion of 
integration scales  has enabled an entire system to be fab- 
ricated on a  single  chip, which has necessitated the use of 
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functional simulators that are used in  architecture level de- 
signs. Functional  simulators allow  the designers to  verify 
their designs at  an abstract level, such as the  algorithm level 
or  registertransfer level. To facilitate  the transfer from  func- 
tional level designs to  logic level designs, mixed-level sim- 
ulators [21] have been developed. Mixed-level simulators 
allow  both  functional  and logic-level descriptions  within 
one  logic system for  simulation. This  greatly  helps the de- 
signers byallowingthemtocombinefunctional blockswith 
moduleswhose  logic designsare completed,  thus  realizing 
hierarchical design. At  the same time,  mixed-level  simu- 
lators reduce  the  time  required  for  executing simulation, 
thus increasing  design  efficiency. For faster execution  of 
simulation,  special-purpose  hardware  simulators [22] have 
also become available. 

3) Test Generators and Fault Simulators: While auto- 
matic test generation is possible for  combinatorial  circuits 
by using the  D-algorithm,  there has been no  effective al- 
gorithm  for  automatically  generating test  patterns for se- 
quential circuits.  This has led  to  the use of  heuristic  meth- 
ods combined  with  fault  simulation. Special test generation 
systems are prepared so that  testing  procedures such as the 
scan path  method can be used on  the design [23]. Fault sim- 
ulators are used to evaluate the  fault coverage of  the test 
patterns generated. They are also used as a part  of auto- 
matictest pattern generation systems. Newalgorithms, such 
as the parallel method,  concurrent  method, and deductive 
method, have been developed to  improve  the  performance 
of  fault simulators, which  require  considerable  computer 
resources. Special-purpose hardware [24] has also been de- 
veloped for fast execution  of  fault  simulation. 

4) Layout: Layout systems require  hierarchical applica- 
tion of placement  and wiring  for  arbitrary size rectangles 
and for  the  internal  blocks  containing  logic cells, as shown 
in Fig. 7. These  systems are often called hierarchical  layout 
systems [25]. When single-layer metal wiring was used, the 
areas for devices and  the areas for  wiring were clearly sep- 
arated, and the latter were rectangles called  channels. Re- 
cent two- or three-layer wiring allows  a part  of  the  wiring 
to pass over the device area. Where  multilayerwiring is pos- 
sible, therefore, the  wiring areas are no  longer rectangles 
and the channel routers have become insufficient  for ef- 
ficient  utilizationofwiringareas.  Inorderto  improvewiring 
efficiency for  multilayer  wiring,  new  routers are being de- 
veloped such as line-search routers [26]. There has also been 
a revival of maze routers. Multilayer  wiring necessitates the 
improvement  of placement: rectangles of various sizes, and 
blocks whose sizes are not  determined  until  internal place- 
ment and wiring have been  completed, must  be  placed to 
minimizethechiparea,andplansmustbemadeforthesize 
of  the  blocks  containing  logic cells, instead of merely ar- 
ranging rectangles of  the same height. Fig. 8 shows a layout 
pattern generated by  the  Hierarchical Layout System’that 
can handle super macrocells. 

5) IntegratedDesign Systems: The CAD  tools  must  be  in- 
tegrated into an overall CAD system in order to be  powerful 
and  efficient. The following characteristics are important  in 
an integrated design system: 

a) common use of user input data at various  design 
phases 

50 be presented at ClCC ’86, 

Fig. 8. Example plot of the hierarchical layout system. 

b) unification  of user interfaces  such as commands 
c) configuration  control  to  prevent  the use of erro- 

neous  design data caused by design changes 
d) simplicity  of  the system to  exclude  erroneous o p  

eration. 

Research is being  done  for database systems for  CAD as a 
common base to construct such an integrated system. 

IV. NEW DESIGN TECHNOLOGIES 

A. High-Level Design Languages and  Silicon Compilers 

7) History  and Expectations: The high-level design  lan- 
guage, or HDL, is a mature  tool  that has advanced along 
with  the  history  of general-purpose computer develop- 
ments [19]. In an earlier phase, the  major objectives of  HDL 
were to clarify  specification  definitions, to serve as docu- 
mentation, and  to  input data to design automation systems. 
General-purpose computers  had  grown  sufficiently large 
before  the advent of LSls that  it was common  for a number 
of designers to design a  single computer. HDLs were 
needed for  communication  among  the designers  and be- 
tween  the designers and  the  computer. 

Automatic  logic synthesis and  logic  minimization [27, 
[28], on  the  other hand, have no  long  history of  practical 
applications, although  they have been  dreamed of by  logic 
designers since the birth of  switching theory. Research on 
automating  logic  design has been  conducted  to  develop 
algorithms  for  simplification  of  logic  equations and syn- 
thesis of  minimal-cost  multistage networks. 

The history  of  custom LSls in a true sense may be con- 
sidered to start with  the  birth and proliferation  of gate ar- 
rays in  the early 1980s. Before that,  the major assignments 
of  logic designers  were either  to design full  custom LSls 
such as microprocessors or  to design minicomputers and 
control  equipment  using standard SSls,   MSls,  or LSls, but 
never to develop an LSI in so short a period as that  required 
for gate arrays. The size of early gate arrays was around a 
few  hundred gates. Human designers  had no  difficulty 
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completing designs up  to gate level. Development  efforts 
were focused on  the rationalization  of  lower level  design 
processes, such as miniaturization  of  die size in layout  and 
rationalization  of testing. 

As the design houses, which appeared with  the progress 
of gate arrays, made their presence recognized in  the  world, 
design  and fabrication became separated. This separation 
has made  such phrases as "design  house" and  "silicon 
foundry"  widely  known. Systems developers have recog- 
nized  the advantages of  rationalizing  communication be- 
tween designers  and  manufacturers. They have encour- 
aged proposals for standard  interfaces at various  design 
stages, such as the  logic  description level and  the mask de- 
scription level. Discussions are currently  under way for 
EDIF, VHDL, and others [29],  [30]. It is desirable to  include 
an HDL as one  of  the standard  interfaces. 

Standard interfaces  are also a means to guarantee  second 
sourcing,which is required  by  semiconductor users. In  this 
sense,standard interfaceswill  acceleratetheincreaseofthe 
number of  second sources for users, design houses, and 
manufacturers, because they  will  benefit all these. 

Along  with  the  proliferation  of gate arrays, their integra- 
tion scale is becoming larger by  the advancement  of semi- 
conductortechnologies.  Inaddition, many  semicustom LSls 
have appeared which are fabricated  by design methods ap- 
proaching  full  custom designs, such as the standard cell 
method. A number  of designers have been assigned to de- 
sign a  single chip  when i ts circuit size has been estimated 
to be  too large to  be designed by a  single  designer. This has 
given  rise to  the association of HDLs and LSI designs. 

The concept  of special modules,  such as basic cells in 
gate arrays, standard  cells in standard cell systems, and 
ALUs, MPYs,  ROMs, RAMs, and PLAs in  full  custom LSls, 
has led  totheapplication of automatic  logic synthesis in LSI 
design. Automatic  logic synthesis is used for two purposes: 
to synthesize logic  circuits up  to standard cell level con- 
structs and to generate  regular  modules, such as ALUs and 
ROMs. In addition,actual  evaluationof  the  resultsobtained 
by  logic synthesis has become possible, which has made 
logic synthesis research important again. Silicon  compilers 
[31] have the goal of  generating mask patterns  directlyfrom 
HDL  descriptions.  An elementary version  of  silicon com- 
pilers is the  module generator as mentioned above. They 
aim to  provide  efficient LSI designs even if  the systems de- 
signer has insufficient  knowledge  of  semiconductor  tech- 
nology. Although  silicon  compilers are often discussed with 
excessive expectations, they do promise to  be valuable de- 
sign tools. 

2) Problems for HDLs and  Silicon Compilers: When a 
standard cell  description is obtained  by  logic synthesis of 
a functionally  described  circuit  using an HDL, there is no 
guarantee that  the LSI fabricated  through  automatic  layout 
for  the SC description  will achieve the  high  density  the de- 
signer intended. As shown  in Fig. 9, assuming 1.2-pm design 
rules, standard cell LSls achieve on  the average a  device 
density  of I k  transistors/mm2, while  circuits  of  highly reg- 
ular  structure,  such as ALUs and MPYs, achieve 3k tran- 
sistorshm' density.  This density is three  times as high, 
while at an extreme, ROMs and RAMs present more  than 
ten  times as high device  density.  This is the reason why  con- 
ventional  logic synthesis systems, in general, have not been 
adopted  into LSI design systems. This also accounts for  the 
fact that many proponents  of  the  current  silicon  compilers 

I RAM I - 10,000 " I 
REGULAR  LOGIC ! 
WITH  HAND-CRAFT  DESIGN ~ 

, - 3,000 " I 
RANDOM  LOGIC 
WITH SC DESIGN ~ - 1,000 I 

Fig. 9. Density of macroblock. 

recommend  that designers adopt  high-density  modules  by 
releasing module  generation to  the designers. 

Module generation, in itself,  does not  complete LSI de- 
signs. Oneof  the  problems  left  unautomated  in  hierarchical 
designs is floor  planning,  that is, placement and wiring of 
modules. The shape of high-density modules,  generated by 
module generators, is limited  to rectangles, but  the size of 
these rectangles does not have the  regularity of  standard 
cells that  would  be  convenient  for  layout programs. Thus 
the  hard  problem  of  placing and wiring a number of ar- 
bitrary size rectangles remains to be solved. 

There have been  no LSI design systems that have fully 
automated floor  planning. Creators  of  design systems rec- 
ommend positive interaction  of designers, which shows the 
difficultyof devising  ageneral solution  for  this  problem [32]. 

While  the  problem  of placement  and wiring  for standard 
cells has successfully been solved with a  relatively simple 
algorithm  to place modules based on  the  cell  intercon- 
nection specified by  interconnection  description data, 
module placement in cells approaching  full  custom design 
is difficult  without  taking  into  account such things as signal 
flows, control flows, signal paths, and data buses (a number 
of signal paths having  the same characteristics). In a sense, 
various techniques used in  conventional  printed  circuit 
board system designs, such as division  of a system into 
modules, definition  of boards, layout  within a board, and 
so forth, correspond to hierarchical  floor  planning  for LSls. 
From this  point  of view, development  of  expert systems and 
full  experimentation  with them, gathering past design 
knowhow  to  apply it widely, are expected to lead to  the re- 
alization of effective and  efficient design systems. 

B. AI  Approaches 

In  the  previous discussions, we have not  mentioned  the 
computer resources required  for  CAD  with respect to cir- 
cuit  complexity.  Most  of  the VLSl design problems expand 
greatly as the  integration scale expands, and so the algo- 
rithms  to solve them become exceedinglycomplex [33]. This 
is obvious if such problems are to  be solved as placement, 
wiring, and  test generation  by  testing all the possibilities. 
In addition,  no  algorithms  that always give the  solution  to 
a problem if one exists, or  decide  that a problem is  un- 
solvable if no  solution exists, have yet been  found  for most 
of the  problems. Therefore, designs are usually conducted 
by  using  appropriate  procedures  that  incorporate  certain 
forms  of  heuristics [34]. Advancing a step further, research 
has become  active to realize automatic design systems that 
have the same performance as human experts by  directly 
using human experts' knowledge. This approach would ap- 
ply expert systems  [35], known  by successful examples such 
as MYCIN [36] and DENDRAL [37l in  the  AI field, to LSI de- 
sign systems [38]. This approach aims to: 
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eliminate  the necessity of  trying  out all the possible 
combinations to  find  the desired  solution; 
realize performance  comparable to that  of  human 
experts; 
separate knowledge  from  inference mechanisms to 
allow  performance  improvement  by  improving  the 
knowledge; 
permit an explanation  of  the process that has led  to 
the solution; 
achieve a certain level  of  efficiency. 

In  principle,  this approach may be applied to any of  the 
LSI design problems. Some of  them  will  be  briefly de- 
scribed. 

1) Automatic Generation o f  Functional Descriptions: 
This derives a functional level description  from an algo- 
rithm level description. This is a process usually done  by 
human architects. Technology-independent hardware de- 
scriptions  that consist of registers, arithmetic units, mem- 
ories, ports, buses, and microcodes are synthesized by 
using expert knowledge [39]. 

2) Automatic Logic Synthesis: This approach has been 
used for many years. Expert systems are used in  two ways: 
one  to  develop a functional  description  into gate level by 
applying  the  rules  about  the  kinds  of gates available in  the 
target technology, fan-ins, and fan-outs [40], and  the  other 
to  optimize  the gate-level descriptions  by  using  conven- 
tional  logic  simplification rules [41]. 

3) Automatic Layout: This aims to  eliminate  the neces- 
sity of human  interaction  required  by  current  layout sys- 
tems. Transistor structure  in  the target  technology,  design 
rules for placement  and wiring,  heuristics  for  optimizing 
wiring  length and die size, and others are used as the rules 
for  determining  the  layout [42]. 

4) Automatic  Design Verification: Gate-level designs and 
layout may be  verified  from such viewpoints as conformity 
to design rules, wiring errors,  and the existence of race con- 
ditions by applying an expert system approach [43]. 

5) Automatic Test Generation: Automatic test genera- 
tion  algorithms such as the  D-algorithm have not neces- 
sarily achieved satisfactory results. Generated test se- 
quences are not  directly related to characteristic operation 
of target systems, and it is not easy to understand  the mean- 
ing of the sequences, thus  prohibiting  human  interaction 
to  improve  their  quality. The expert systems approach [MI, 
where test sequences are generated by  understanding  the 
characteristic operation  of  the  circuit  in  the same way hu- 
mans do, is  being extensively  investigated. 

We have explained the  application  of  the  expert system 
approach in various phases of LSI designs. This is a rela- 
tively  new research area and  few results have been ob- 
tained up  to  now  that  allow extensive  evaluation of  their 
significance. In  solving various LSI design  problems, the 
progress in  computer  power may justify  the use of an al- 
gorithmic approach if  one exists, however complex  it may 
be. If  no  algorithm is  known  to exist, one has to resort to 
the  heuristic approach. In  this case, expert systems, where 
knowledge and i ts  manipulation are clearly separated, may 
facilitate the  improvement  of  their  performance  with  the 
advancement  of the  knowledge and/or i ts manipulation 
method. Before AI systems  are applied to real-world sys- 
tems, however, thorough evaluation will  be necessary based 
on extensive research efforts. 
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V. CONCLUSIONS 

The market  for  custom LSls, or  application-specific LSls, 
isestimatedtoexceed$20billionby1990.Noonewilldoubt 
that ASlCs are the key factor for success for systems man- 
ufacturers to occupy a  favorable position  in  the market. 
ASlCs have become  a powerful  tool  for systems designers. 

It has often been pointed  out  that  there has been  a big 
gap between LSI production  technology  and LSI applica- 
tion  technology. Lack of  design  support systems, both soft- 
ware and  hardware, has often been  a bottleneck  for de- 
veloping VLSls using advanced  technologies.  The solution 
has been recognized to be CAD systems that enable sys- 
tems designers to design LSls to meet their needs without 
the  help  of  semiconductor engineers. Research efforts are 
directed  to  develop advanced and  friendly  CAD systems 
that  enable the user to design cost-effective, high-perfor- 
mance LSls using advanced device  technologies  in a  short 
time. The efforts  include  application  of  AI technologies, de- 
velopment  of special-purpose hardware  for  simulation  and 
layout, and performance enhancement  of engineering 
workstations. In  order  to achieve these goals, more  and 
morecomputer  power is necessary, which,  in  turn,  requires 
higher and higher  performance LSls. Progresswill  continue 
in LSI technology  and sophisticated  design automation 
technology  that makes the best use of  it. This progress will 
continue  in various technologies,  giving rise to new  busi- 
ness opportunities. 
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