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Abstract   An increasingly important type of recommender systems comprises 

those that generate suggestions for groups rather than for individuals. In this chap-

ter, we revise state of the art approaches on group formation, modelling and rec-

ommendation, and present challenging problems to be included in the group re-

commender system research agenda in the context of the Social Web. 

1 Introduction 

Social Web technologies have emerged as a new step in the course of technologi-

cal innovations that are having an impact on our everyday lives, reaching the way 

people relate to each other, work, learn, travel, buy and sell, discover new things, 

make themselves known, or spend their leisure time. From the common user per-

spective, while prior technological breakthroughs have to a large extent empow-

ered the individual (giving her instant access to universal online information and 

services, public authoring access to worldwide publication channels, portable net-

work endpoints, audiovisual production devices, custom-fit adaptation of services 

to the individual user, etc.), the new trend explicitly emphasises social awareness. 

As is studied e.g. in Social Sciences, society as a human phenomenon comes along 

with the notion of group. Groups are indeed a cardinal element in all spheres of 

social interaction and behaviour. Be they organisations, clubs, political parties, 

family, tribes, professional units, circles of friends, or just occasional gatherings of 

people, groups have a part in most human activities, and have played a central role 

in the evolution of mankind across the ages. 

The new social environments open up new possibilities to define, form, articu-

late, manage and leverage group structures for multiple purposes. The available 

infrastructure, the explosive growth of online communities, their increasing activ-

ity and collected data, lift boundaries and multiply the possibilities to model 
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groups as complex units and draw added value from them. Different degrees of 

group existence can be considered, from sets of people that meet, interact, or have 

some actual common bond in the physical world, to online contacts that have no 

relation outside the system, to latent groups of users that are not even directly 

aware of each other. The new perspectives bring an opportunity to creatively con-

ceive new views and roles for groups in social environments, and perhaps a new 

angle on the traditional tension between the individual and the group. 

As a particular case, in this chapter, we focus on the role of groups in recom-

mender systems. Recommendation technologies are one of the most successful ar-

eas of ongoing innovation which find a natural environment to play their best on 

the Social Web, given the wealth of user input, multiple evidence of user interest, 

and the huge scale of the new social spaces, where users often count by the million 

–or billion. Recommender systems have traditionally targeted individual users as 

the recipients of the personalised system’s output. The perspective of delivering 

shared recommendations for groups as a whole is a new take on the recommenda-

tion task that has recently started to be addressed in the field. 

The motivation and usefulness of group recommendations naturally arises in 

situations where a group of users shares a common activity, service, task, or de-

vice. For instance, a recommender system could suggest a movie or TV show to 

watch by a particular group of people (a couple, a family, a group of friends), or 

could select a sequence of music tracks to be played in a place where individuals 

with multiple tastes cohabite (a bar, a gym, a shop). Group-oriented recommenda-

tion is useful as well in commonplace scenarios such as planning a trip, or choos-

ing a restaurant. Also, in general, many scenarios where ambient intelligence 

(a.k.a. pervasive/ubiquous computing) technologies take place, and where differ-

ent people cohabit for a period of time, are susceptible to incorporate group rec-

ommendation functionalities. There is a wide number of works in the research lit-

erature addressing the group modelling and recommendation problems [16, 19], in 

different domains and applications, such as recommending tourist attractions [2, 

15, 20, 18], food recipes [5], TV programs and movies [4, 10, 23, 27, 36], video 

clips [18], music tracks and radio stations [8, 21], photos [7], and Web and news 

pages [25, 29], to name a few. 

The group-based perspective changes the recommendation task not only in its 

purpose, but also in the starting conditions. For instance, the decision of a group 

member whether or not to accept a given recommendation may depend not only 

on her own evaluation of the content of the recommendation, but also on her be-

liefs about the evaluations of the other group members, and about their motivation. 

As pointed out by Masthoff in [19], the opinion of other members of the group 

may influence the opinion expressed by a particular user, based on the so-called 

process of conformity, while, on the other hand, the satisfaction of other group 

members can also lead to increase the user’s satisfaction by the so-called emo-

tional cognition process. The groups may be quite heterogeneous, in terms of age, 

gender, intelligence and personality influence on the perception and complacency 

with the system outputs each member of the groups may have. Thus, a major ques-
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tion that arises is how a recommender system can adapt itself to a group of users, 

in such a way that each individual enjoys and benefits from the results. 

Nowadays, in Web 2.0 systems, people communicate online with contacts 

through social networks, upload and share multimedia contents, maintain personal 

bookmarks and blogs, post comments and reviews, rate and tag resources avail-

able on the Web, and contribute to wiki-style knowledge bases. The huge amount 

of user generated content, together with the complexities and dynamics of large 

groups of people in the Social Web provide room for further research on group re-

commender systems. 

In this chapter, we revise state of the art approaches to group formation, model-

ling and recommendation, and present challenging problems to be included in the 

group recommender system research agenda in the context of the Social Web. The 

rest of the chapter is organised as follows. In Section 2, we explain strategies 

based on Social Choice Theory, which have been taken into account by the exist-

ing group recommendation approaches. In Section 3, we describe group recom-

mender systems presented in the literature, covering different aspects such as 

group formation, group profile modelling, recommendation aggregation, and co-

operative consensus. In Section 4, we revise several open research lines in group 

recommendation, and in Section 5, we discuss additional challenges that arise in 

group recommender systems for the Social Web. Finally, in Section 6, we end 

with some conclusions. 

2 Social Choice Theory 

Though recommendation approaches have addressed group preference modelling 

explicitly to a rather limited extent, or in an indirect way in prior work in the com-

puting field, the related issue of social choice (also called group decision making, 

i.e. deciding what is best for a group given the opinions of individuals) has been 

studied extensively in Economics, Politics, Sociology, and Mathematics [24, 33]. 

The models for the construction of a social welfare function in these works are 

similar to the group modelling problem we put forward here. 

Other areas in which Social Choice Theory has been studied are Collaborative 

Filtering (CF), Meta-search, and Multi-agent systems. In CF, preferences of a 

group of individuals are aggregated to produce a predicted preference for some-

body outside the group. Meta-search can be seen –and formulated– as a form of 

group decision making, where the aggregated inputs are produced by information 

retrieval systems instead of people. In a meta-search engine, the rankings pro-

duced by multiple search engines need to be combined into one single list, form-

ing the well-known problem of rank aggregation in Information Retrieval [3]. En-

semble recommenders combining several recommendation algorithms also 

involve a particular case of this problem, similarly to meta-search except for the 

absence of a query. Finally, in Multi-agent systems, agents need to take decisions 
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that are not only rational from an individual’s point of view, but also from a social 

point of view. 

In all the above fields, different strategies to combine several users’ preferences 

and to aggregate item ranking lists can be applied based on the utilised social wel-

fare function. These strategies are classified by Senot and colleagues [27] into 

three categories, namely majority-based strategies, which strength the “most 

popular” choices (user preferences, item rankings, etc.) among the group, e.g. 

Borda Count, Copeland Rule, and  Plurality Voting  strategies; consensus-based 

(or democratic) strategies, which average somehow all the available choices, e.g. 

Additive Utilitarian, Average without Misery, and Fairness strategies; and border-

line strategies, also called role-based strategies in [5], which only consider a sub-

set of choices based on user roles or any other relevant criterion, e.g. Dictatorship, 

Least Misery and Most Pleasure strategies. 

In [17], Mathoff presents and empirically evaluates a number of social choice 

strategies in a TV item recommendation scenario with a small group of users. 

Here, we summarise such strategies, and cite representative recommender systems 

that exploit them. In the following, we assume a user has a preference (utility) for 

each item represented in the form of a numeric 1-10 rating. In all the cases, the 

greater the rating value, the most useful the item is for the user. 

 Additive utilitarian strategy. Preference values from group members are 

added, and the larger the sum the more influential the item is for the group 

(Figure 1). Note that the resulting group ranking will be exactly the same as 

that obtained taking the average of the individual preference values. A poten-

tial problem of this strategy is that individuals’ opinions tend to be less sig-

nificant as larger the group is. This strategy could also use a weighted 

schema, where a weight is attached to individual preferences depending on 

multiple criteria for single or multiple users. For example, in INTRIGUE [2], 

weights are assigned to particular users’ ratings depending on the number of 

people in the group, and the group’s members’ relevance (children and dis-

abled have a higher relevance). 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

group 21 18 13 22 26 26 17 23 20 22 

Fig. 1. Group choice selection following the additive utilitarian strategy. The ranked list of 

items for the group would be (i5-i6, i8, i4-i10, i1, i9, i2, i7, i3). 

 Multiplicative utilitarian strategy. Instead of adding the preferences, they 

are multiplied, and the larger the product the more influential the item is for 

the group (Figure 2). This strategy could be self-defeating: in a small group, 

the opinion of each individual may have too much impact on the product. 
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 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

group 100 180 48 378 630 648 180 432 210 284 

Fig. 2. Group choice selection following the multiplicative utilitarian strategy. The ranked 

list of items for the group would be (i6, i5, i8, i10, i4, i9, i2-i8, i1, i3). 

 Average strategy. In this strategy, the group rating for a particular item is 

computed as the average rating over all individuals (Figure 3). Note that if no 

user or item weighting is conducted, the ranking list of this strategy is the 

same as that of the Utilitarian strategy. Travel Decision Forum [15] imple-

ments multiple group modelling strategies, including the average strategy 

and the median strategy, which uses the middle value of the group members’ 

ratings, instead of the average value. In [36], Yu and colleagues present a TV 

program recommender that performs a variation of the average strategy, 

where the group preference vector minimises its distance compared to the in-

dividual members’ preference vectors. 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

group 7 6 4.3 7.3 8.7 8.7 5.7 7.7 6.7 7.3 

Fig. 3. Group choice selection following the average strategy. The ranked list of items for 

the group would be (i5-i6, i8, i4-i10, i1, i9, i2, i7, i3). 

 Average without misery strategy. As the average strategy, this one assigns 

an item the average of its ratings in the individual profiles. The difference 

here is that those items which have a rating under a certain threshold will not 

be considered in the group recommendations. Figure 4 shows an example of 

group formation following this strategy with a threshold value of 3. MusicFX 

[21], which chooses a radio station for background music in a fitness centre, 

follows an average without misery strategy, and a weighted random selection 

is made from the top stations in order to avoid starvation and always picking 

the same station. CATS system [22] helps users to choose a joint holiday 

based on individuals’ critiques on holiday package features, and applying the 

misery aspect. 
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 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

group - 18 - 22 26 26 17 23 - 22 

Fig. 4. Group choice selection following the average without misery strategy. The ranked 

list of items for the group would be (i5-i6, i8, i4-i10, i2, i7). 

 Least misery strategy. The score of an item in the group profile is the 

minimum of its ratings in the user profiles. The lower rating the less influen-

tial the item is for the group. Thus, a group is as satisfied as its least satisfied 

member (Figure 5). PolyLens [23] uses this strategy, assuming a group of 

people going to watch a movie together tends to be small, and the group is as 

happy as its least happy member. Note that a minority of the group could dic-

tate the opinion of the group: although many members like a certain item, if 

one member really hates it, the preferences associated to it will not appear in 

the group profile. 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

group 1 4 2 6 7 8 5 6 3 6 

Fig. 5. Group choice selection following the least misery strategy. The ranked list of items 

for the group would be (i6, i5, i4-i8-i10, i7, i2, i9, i3, i1). 

 Most pleasure strategy. It works as the least misery strategy, but instead of 

considering for an item the smallest ratings of the users, it selects the greatest 

ones. The higher rating the more influential the item is for the group, as 

shown in Figure 6. 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

group 10 9 8 9 10 9 6 9 10 8 

Fig. 6. Group choice selection following the least misery strategy. The ranked list of items 

for the group would be (i1-i5-i9, i2-i4-i6-i8, i3-i10, i7). 

 Fairness strategy. In this strategy, the items that were rated highest and 

cause less misery to all the users of the group are combined as follows. A 

user is randomly selected. His L top rated items are taking into account. 

From them, the item that less misery causes to the group (that from the worst 
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alternatives that has the highest rating) is chosen for the group profile with a 

score equal to N, i.e., the number of items. The process continues in the same 

way considering the remaining N–1, N–2, etc. items and uniformly diminish-

ing to 1 the further assigned scores. In the final list, the higher score the more 

influential the item is for the group. Note that this list would be different if 

we let other users to choose first. To better understand the strategy, let us ex-

plain its first step on the example shown in Figure 7. Suppose we start with 

user u1, whose top ranked items are i1, i5 and i9. From these items, we choose 

item i5 because it is the one that less misery causes to users u2 and y3, whose 

lowest ratings for items i1, i5 and i9 are respectively 1, 7 and 3. We assign 

item d5 a score of 10. 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

group 4 3 1 8 10 9 5 7 2 6 

Fig. 7. Group choice selection following the fairness strategy. The ranked list of items for 

the group could be (i5, i6, i4, i8, i10, i7, i1, i2, i9, i3), following the user selecting order u1, u2 

and u3, and setting L=3. 

 Plurality voting strategy. This method follows the same idea of the fairness 

strategy, but instead of selecting from the L top preferences the one that least 

misery causes to the group, it chooses the alternative which most votes have 

obtained. Figure 8 shows an example of the group formation obtained with 

the plurality voting strategy. The item ratings involved in the first step of the 

algorithm are coloured. 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

group 5 3 1 8 10 9 2 7 4 6 

Fig. 8. Group choice selection following the plurality voting strategy. The ranked list of 

items for the group could be (i5, i6, i4, i8, i10, i1, i9, i2, i7, i3), following the user selecting or-

der u1, u2 and u3, and setting L=3. 

 Approval voting strategy. A threshold is considered for the item ratings: 

only those ratings greater or equal than the threshold value are taking into 

account for the profile combination. An item receives a vote for each user 

profile that has its rating surpassing the established threshold. The larger the 

number of votes the more influential the item is for the group (Figure 9). 

This strategy intends to promote the election of moderate alternatives: those 

that are not strongly disliked. 
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 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

        threshold = 5 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 1   1 1 1 1 1 1 1 

u2  1 1 1 1 1 1 1  1 

u3 1   1 1 1  1 1 1 

group 2 1 1 3 3 3 2 3 2 3 

Fig. 9. Group choice selection following the approval voting strategy. The ranked list of 

items for the group would be (i4-i5-i6-i8-i10, i1-i7-i9, i2-i3). 

 Borda count strategy [6]. Scores are assigned to the items according to their 

ratings in a user profile: those with the lowest value get zero scores, the next 

one up one point, and so on. When an individual has multiple preferences 

with the same rating, the averaged sum of their hypothetical scores are equally 

distributed to the involved items. With the obtained scores, an additive strat-

egy is followed, and the larger the sum the more influential the item is for the 

group. Figure 10 shows an example of the two steps followed by Borda count 

strategy. In the first step, ratings are normalised according to their relative 

relevance within the users’ preferences. The items with the three lowest rat-

ings for user u1 are coloured in the tables. For the first one (in increasing rat-

ing value), d3, a zero score is assigned. The second one, d2, receives a score of 

value 1. The next score to be assigned would be 2. In this case, the next two 

items with lowest rating value, d4 and d7, have the same rating. In this case, 

two scores (2 and 3) are considered, and the average of them, i.e., 

(2+3)/2=2.5, is assigned to both items. 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 8 1 0 2.5 8 6 2.5 4.5 8 4.5 

u2 0 7.5 4.5 7.5 3 7.5 2 7.5 1 4.5 

u3 9 1.5 0 5.5 8 7 1.5 3.5 5.5 3.5 

group 17 10 4.5 15.5 19 20.5 6 15.5 14.5 12.5 

Fig. 10. Group choice selection following the Borda count strategy. The ranked list of 

items for the group would be (i6, i5, i1, i4-i8, i9, i10, i2, i7, i3). 



I. Cantador, P. Castells 

 Copeland rule strategy [9]. Being a form of majority voting, this strategy 

sorts the items according to their Copeland index: the difference between the 

number of times an item beats (has higher ratings) the rest of the items and 

the number of times it loses. Figure 11 shows an example of Copeland rule 

strategy. In the bottom table, a +/– symbol in the ij-th cell (i for rows, and j 

for columns) means that item at j-th column was rated higher/lower than item 

at i-th row by the majority of the users. A zero value in a cell means that the 

corresponding items were rated with the same number of “beats” and 

“looses”. 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 10 4 3 6 10 9 6 8 10 8 

u2 1 9 8 9 7 9 6 9 3 8 

u3 10 5 2 7 9 8 5 6 7 6 

 

 Item 

User i1 i2 i3 i4 i5 i6 i7 i8 i9 i10 

u1 0 - - - 0 - - - 0 - 

u2 + 0 - + + + 0 + + + 

u3 + + 0 + + + + + + + 

u4 + - - 0 + + - 0 0 - 

u5 0 - - - 0 - - - - - 

u6 + - - - + 0 - - - - 

u7 + 0 - + + + 0 + + + 

u8 + - - 0 + + - 0 + - 

u9 0 - - 0 + + - - 0 - 

u10 + - - + + + - + + 0 

group +7 -6 -9 +1 +8 +5 -6 0 +3 -3 

Fig. 11. Group choice selection following the Copeland rule strategy. The ranked list of 

items for the group would be (i5, i1, i6, i9, i4, i8, i10, i2, i7, i3). 

3 Group Recommender Systems 

As stated by several authors [4, 7, 27], group recommender systems can be classi-

fied into two main categories: aggregated models, which aggregate individual user 

data into a group data, and generate predictions based on the group data; and ag-

gregated predictions, which aggregate the predictions for individual users into 

group predictions. Other authors [10] have considered the way in which individual 

preferences are obtained (by content-based or collaborative filtering) as an addi-

tional dimension to be taken into account in such categorisation. In any of the 

above cases, the mechanisms in which user profile models or item predictions are 

aggregated are manifold, and can be based on any of the social choice strategies 

explained in Section 2. 
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In this section, we revise state of the art group recommendation approaches 

based on user model aggregation, and approaches based on prediction aggregation. 

We also briefly discuss approaches according to how groups are formed, and ap-

proaches that incorporate cooperative consensus to achieve a final recommenda-

tion policy agreed by the different members of a group. 

3.1 Group Recommendation based on Model Aggregation 

The group modelling problem has been addressed by merging similar individual 

user profiles. In this scenario, user profiles are usually represented as sets of 

weighted preferences or as sets of personal scores assigned by the users to the ex-

isting items. 

INTRIGUE [2] is a tourist information server that presents information about 

the area around Torino, Italy. The system recommends sightseeing destinations 

and itineraries by taking into account the preferences of heterogeneous tourist 

groups, explains the recommendations by addressing the group members’ re-

quirements, and provides an interactive agenda for scheduling a tour. For each in-

dividual attraction, a record in a database stores characteristics and properties as a 

set of feature/value pairs, some of them related to geographical information and 

others used for matching preferences and interests of the users. Group recommen-

dations are conducted in three steps. Firstly, the group is modelled as a set parti-

tioned into a number of homogeneous subgroups, whose members have similar 

characteristics and preferences, and are assigned different degrees of influence on 

the estimation of the group preferences. Next, items are separately ranked by tak-

ing the preferences of each subgroup into account. Finally, subgroup-related rank-

ings are merged to obtain the ranking suitable for the whole group. 

In [17], Masthoff discusses several strategies based on social choice theory for 

merging individual user models to adapt to groups (see Section 2). Considering a 

list of TV programs, a group of viewers represent their interests with sets of per-

sonal 1-10 rating for the different TV programs. The author investigates how hu-

mans select a sequence of items for the group to watch, how satisfied people be-

lieve they would be with the sequence chosen by the different strategies, and how 

their satisfactions correspond with that predicted by a number of satisfaction func-

tions. These evaluation functions are modified in [18], where satisfaction is mod-

elled as a mood, and assimilation and decline of emotions with time is incorpo-

rated. Conducting a user study, she found that participants cared about fairness, 

and about preventing misery and starvation, as done in strategies like Average, 

Average without Misery, and Least Misery. 

 A more sophisticated strategy to merge various individual user profiles based 

on total distance minimisation is presented in [36]. The authors present a TV pro-

gram recommender system for multiple viewers, in which the minimisation of the 

total distance between user profiles guarantees that the merged result could be 
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close to most users’ preferences. The shown experimental results prove that the 

resultant group profile actually reflects most members’ preferences of the group. 

An evaluation of profile aggregation strategies on a real large-scale dataset of 

TV viewings is presented in [27], showing that consensus-based strategies (espe-

cially the Utilitarian/Average strategy) provided the best recommendation results 

by comparing the built group profiles to a reference group profile obtained by di-

rectly analysing group consumptions. 

In [7], we present an approach to automatically identify communities of interest 

from the tastes and preferences expressed by users in personal ontology-based 

profiles. The proposed strategy clusters those semantic profile components shared 

by the users, and according to the found clusters, several layers of interest net-

works are built. The social relations of these networks are finally used to provide 

group-oriented recommendations. In this context, we evaluate our approach by us-

ing different social choice strategies and, similarly to Senot and colleagues [27], 

found that consensus-based approaches outperformed borderline strategies, such 

as Least Misery, Most Pleasure and Plurality Voting strategies. 

3.2 Group Recommendation based on Prediction Aggregation 

In addition to group modelling, there exist several approaches that have been ap-

plied to the problem of making recommendations for groups of people under the 

framework of aggregating lists of recommendations for individual users belong-

ing to the group. For them, we can distinguish two main strategies, namely col-

laborative filtering and rank aggregation. 

In collaborative filtering, a user provides ratings to items, and these ratings are 

used to suggest her ranked lists that contain other items according to the overall 

preferences of people with similar rating patterns. Similarity rating patterns are 

calculated by using different metrics, such as Pearson and Spearman’s correla-

tions, and cosine-based distance. 

In [14], a video recommender system is presented. Under a client/server archi-

tecture, the system receives and sends emails to obtain user ratings, and to provide 

video suggestions. The recommendations are shown to the users sorted by pre-

dicted ratings, and classified by video categories. The system also provides ranked 

lists from the most similar users, giving thus recommendations to a group of users 

(virtual community), instead of to individual users. The authors obtained open 

ended feedback from users indicating interest in establishing direct social contacts 

within their virtual community.
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 PolyLens [23] is a collaborative filtering system that suggests movies to groups 

of people with similar interests, which are expressed through personal five-start 

scale ratings from the well-known MovieLens recommender system [13]. In 

PolyLens, groups of people are explicitly created by users. For each member of a 

group, a ranked list of movies is obtained from a classic collaborative filtering 

mechanism. The individual ranked lists are merged according to the least misery 

principle, i.e., using a social value function where the group’s happiness is the 

minimum of the individual members’ happiness scores. Experimenting with 

PolyLens, the authors analysed primary design issues for group recommenders, 

such as the nature of the groups (in terms of persistency and privacy), the rights of 

group members, the social value functions for groups, and the interfaces for dis-

playing group recommendations. They found that users not only valued group rec-

ommendations, but also were willing to yield some privacy to get the benefits of 

such recommendations, and extend the recommender system to enable them to in-

vite non-members to participate, via email. 

In rank aggregation, item recommendation lists are generated for each individ-

ual, and afterwards are merged into a single recommendation list for the group. 

Analogously to model aggregation approaches, different social choice strategies 

can be used to combine several rankings. 

By exploring rank aggregation techniques on MovieLens dataset, Baltrunas and 

colleagues [4] showed that the effectiveness of group does not necessarily de-

crease when the group size groups, especially if the group have similar minded us-

ers. Moreover, they found that if individual recommendations are not correctly 

ranked (i.e. are not good enough), then recommending items ordered for a group 

can improve the effectiveness of individual recommendations. 

This last result was also presented in [5]. The authors empirically evaluated a 

number of model aggregation and rank-based prediction aggregation techniques. 

By using a dataset of explicit ratings for recipes, provided by families of users in 

an e-health portal, they observed that (1) aggregating individual user models was 

superior to aggregating individual recommendations, and (2) role-based weighting 

outperformed uniform weighting. 

3.3 Group Formation 

Many studies have examined systems that support group formation. The groups 

can be built intentionally (by explicit definition from the users) or non-

intentionally (by automatic identification from the system). 

Kansas [28] is a virtual world in which a user can explicitly join a group by 

moving towards other users, who share a specific virtual spatial region to work 

collaboratively in a common task. Inside a group, the users can play different roles 

according to their current capabilities, which are defined by system treatments of 

user inputs and outputs. These capabilities can be manually acquired and dropped, 
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or can be transferred by one user to another. The authors explain how direct ma-

nipulation and control, the “desktop metaphor”, might be an interesting approach 

for human computer interaction in cooperative environments. 

MusicFX [21] enables automatic group formation by selecting music in a cor-

porate gym according to the musical preferences of people working out at a given 

time. Thus, performing as a group preference arbitration system, MusicFX allows 

users to influence, but not directly control, the selection of music in the fitness 

centre. Specifically, each user specifies his preference for each musical genre. An 

individual preference rating for a genre is presented by a number ranging from –2 

to +2. The group preference for that genre is then computed by the sum of the cur-

rent users’ individual preferences. The system uses a weighted random selection 

policy for selecting one of the group top N music genres. One interesting anecdote 

the authors found with the system was the fact that people began modifying their 

workout times to arrive at the gym with other people, often strangers, who shared 

their music tastes. 

3.4 Cooperative Consensus 

In addition to applying an automatic group modelling algorithm, there exist ap-

proaches that make use of consensus mechanisms to achieve a final item recom-

mendation policy agreed by the different members of a group. Recently, these ap-

proaches have also been called role-based [5] and borderline [27] strategies. 

Travel Decision Forum [15] proposes a manual user interest aggregation 

method for group modelling by (1) allowing the current member optionally to 

view (and perhaps copy) the preferences already specified by other members, and 

(2) mediating user negotiations offering the users proposals and adaptations of 

their preferences. This method has several advantages, such as saving of effort, 

learning from other members, and encouraging assimilation to facilitate the reach-

ing of agreement. In this system, neither user profile merging nor recommendation 

is used. 

Collaborative Advisory Travel System, CATS [22], is a cooperative group travel 

recommender system which aims to help a group of users arrive at a consensus 

when they need to plan skiing holidays together; each having their own needs and 

preferences with respect to what constitutes as an ideal holiday for them. CATS 

system makes use of visual cues to create emphasis and help users locate relevant 

information, as well as enhance group awareness of each other’s preferences and 

motivational orientations. Individual user models are defined as set of critiques, 

i.e., restrictions on vacation features that should be satisfied. The system con-

structs a reliable group-preference model measuring the quality of each vacation 

package in terms of its compatibility with the restrictions declared by the members 

of the group. 
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4 Open Research Problems in Group Recommender Systems 

Group recommender systems are still a novel research area. There are many chal-

lenging problems for further investigation. Masthoff has recently compiled some 

of such problems in [19]. Here, we summarise them and include others: 

 Dealing with uncertainty and scarcity in user profiles. Issues like uncertain, 

non precise user preferences [10], and cold-start situations may also affect 

the accuracy of recommendations for certain members of a group. 

 Dealing with social dynamics in a group. Members of a group may have 

complex social relationships (e.g., distinct roles, compromises, moods, ages) 

that affect the individuals’ satisfaction for group recommendations. Multi-

criteria and constrained recommenders may play a key role in such scenario. 

 Recommending item sequences to a group. Already suggested items may in-

fluence the group members’ satisfaction with subsequent recommendations. 

 Explaining recommendations to a group. Showing how satisfied other mem-

bers of the group are may improve the user’ understanding of received rec-

ommendations, and may help to make her accepting suggestions of items she 

does not like. In this context, however, such transparency has to be balanced 

with aspects like privacy (e.g. to avoid the embarrassment effect) and scruta-

bility. The reader is referenced to [34] for a detailed explanation of the roles 

of explanations in recommender systems. 

 Incorporating negotiation mechanisms. Encouraging and supporting coop-

eration is a key aspect in many recommender systems. Facilitating a group of 

users to easily and friendly negotiate a final decision among a set of item 

recommendations may increase the individuals’ satisfaction. 

 Designing user interfaces. The user interface of a recommender may affect 

an individual’s satisfaction with group recommendations. For example, in a 

TV show recommendation scenario, showing the current and the next items 

to be watched could increase the satisfaction of a user who does like the cur-

rent suggested item, but is really keen on the subsequent one. 

 Evaluating group recommendations. Better validation of satisfaction func-

tions should be performed. Among other issues, large-scale evaluations [27], 

and studies on the affect of group size and composition (e.g., diversity of in-

dividuals’ preferences within a group) have to be conducted [4, 5]. The 

reader is referenced to [26] for a detailed discussion of evaluation metrics 

and methodologies for recommender systems. 

5 Group Recommender Systems for the Social Web 

The Social Web is attracting millions of users, who are no longer mere consumers, 

but also producers of content. Social systems encourage interaction between users 
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and both online content and other users, thus generating new sources of knowl-

edge for recommender systems. The Social Web presents thus new challenges for 

recommender systems [12]. In the context of group recommendations, we can 

highlight the following research directions: 

 Developing new applications. The huge amount and diversity of user gener-

ated content available in the Social Web allow investigating scenarios in 

which a group of individuals is recommended with “social objects” such as 

photos, music tracks and video clips stored in online multimedia sharing 

sites; stories, opinions and reviews published in blogs; and like-minded peo-

ple registered in online social networks. In such applications, user generated 

content like ratings, tags, posts, personal bookmarks and social contacts 

could be exploited by novel group recommendation algorithms [12]. 

 Dealing with dynamics and diversity of virtual communities. In online social 

networks, people tend to reproduce or extend their relations in the real world 

to the virtual worlds conformed by the social networks. In [32], the authors 

show that relationship strength can be accurately inferred from models based 

on profile similarity and interaction activity on online social networks. Based 

on these findings, group recommender systems could incorporate content and 

social interests of group members to perform more accurate item sugges-

tions. For such purpose, it would be necessary to investigate large group 

characteristics that impact individual decisions, and explore new satisfaction 

and consensus functions that capture social, interest, and expertise 

(dis)similarity among the members of a community [11]. With this respect, 

because of the evolving composition of online communities, analysing and 

exploiting the time dimension in the above characteristics may play a key 

role to obtain more accurate recommendations for community members. 

 Incorporating contextual information. The anytime-anywhere phenomenon 

is present in any social system and thus, group recommenders for the Social 

Web should incorporate contextual information [1]. They would have to 

automatically detect user presence from inputs provided by mobile, sensor 

and social data sources [32], and adaptively infer the strength of the social 

connections within the group, in order to provide accurate recommendations. 

 Finding communities of interest. In the Social Web, it is very often the case 

that the membership to a community is unknown or unconscious. In many 

social applications, a person describes her interests and knowledge in a per-

sonal profile to find people with similar ones, but she is not aware of the ex-

istence of other (directly or indirectly) related interests and knowledge that 

may be useful to find those people. Furthermore, depending on the context of 

application, a user can be interested in different topics and groups of people. 

In both cases, for individual and group recommender systems, a strategy to 

automatically identify communities of interest could be very beneficial [7]. 

 Integrating user profiles from multiple social systems. Increasingly, users 

maintain personal profiles in more and more Web 2.0 systems, such as social 

networking, personal bookmarking, collaborative tagging, and multimedia 
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sharing sites. Recent studies have shown that inter-linked distributed user 

preferences expressed in several systems not only tend to overlap, but also 

enrich individual profiles [31, 35].  A challenging problem in the recom-

mender system field is the issue of integrating such sources of user prefer-

ence information in order to provide the so called cross-domain recommen-

dations [35]. This clearly opens new research opportunities for group 

recommenders, which e.g. could suggest to a virtual community sharing in-

terests in a particular domain with items belonging to other domain but liked 

by some of its members, e.g. recommending specific pieces of classical mu-

sic to a group with interests in 18
th

 century art. 

The authors of this chapter have explored some of the above research paths. 

We have investigated the use of explicit semantic information as an enhanced 

modelling ground to combine individual user preferences [30]. We have also re-

searched methods to find implicit communities of interest as a form of latent 

groups, by mining the kind of user input that is commonly available to a recom-

mender system, along with additional semantic data [7]. We have found an inverse 

role to the usual one for user communities and groups: besides their natural pur-

pose as user aggregation units, groups provide a basis for user model decomposi-

tion. We investigated the use of group models as projecting spaces, to produce 

sections of user interests –subprofiles– by a projection of complete profiles into 

the subspace induced by the group model. We found that subprofiles enable more 

focused and in some situations more precise recommendations than user profiles 

treated as indivisible units. 

6 Conclusions 

With the advent of the Social Web, people more and more often join virtual com-

munities and social networks, and participate in many different types of collabora-

tive systems, such as wiki-style, product reviewing, and multimedia sharing sites, 

among others. This together with the progressive spreading of ambient intelli-

gence technologies (e.g., location and mobile-based sensors) in open environments 

bring in new appealing possibilities and problems for the recommender systems 

research agenda, which are related to suggesting interesting “social objects” (mul-

timedia items, people, events, plans, etc.) to groups of people having explicit or 

implicitly bonds among them. 

In this chapter, we have revisited existing approaches to group recommenda-

tions, and have discussed open research problems in the area, extending such dis-

cussion towards a number of potential new research directions related to the con-

text of the Social Web. New complexities and compelling perspectives emerge for 

recommender systems oriented to groups of users of very different nature and size, 

as the ones currently growing in the Social Web. 
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