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Preface 

The 1
st
 International Workshop on Adaptation, Personalization and REcommendation 

in the Social-semantic Web (APRESW 2010) was held in Heraklion, Greece, on the 

31
st
 of May 2010, under the frame of the 7

th
 Extended Semantic Web Conference 

(ESWC 2010). 

APRESW workshop represented a meeting point for individuals working on 

adaptive, personalized and recommender systems for the Social-semantic Web. The 

main objectives of this meeting were to gather state of the art approaches, discuss 

lessons learnt, and identify interesting applications for available semantic-based 

repositories, techniques and technologies. 

A total of seven papers were presented at the workshop. There were two research 

papers, two position papers, and three posters. Nine submissions were received, and 

each of them was reviewed by three members of the Programme Committee. 

We thank all authors for submitting and presenting their works, and members of 

the Programme Committee for providing their time and expertise for reviewing and 

selecting the workshop papers. We also express our gratitude to Harith Alani for 

being our invited speaker. All their efforts made APRESW workshop possible. 

 

Iván Cantador 

Peter Mika 

David Vallet 

José C. Cortizo 

Francisco M. Carrero 

  



Motivation 

During the last years, researchers and practitioners of the Semantic Web have 

progressively consolidated a number of very important achievements. Formal 

languages have been standardized to define ontology-based knowledge 

representations, logic formalisms and query models. Ontology engineering 

methodologies and tools have been proposed to ease the designing and populating of 

ontological knowledge bases. Reasoning engines have been implemented to exploit 

inference capabilities of ontologies, and semantic-based frameworks have been built 

to enrich the functionalities of Web services. These achievements are the pillars to 

deal with the complex challenge of bringing semantics to the Web. 

The above gives a new ground to extend the focus of the Semantic Web by 

engaging it in other communities, where semantics can play an important role. The 

available semantic knowledge bases can be used to enrich and link additional 

repositories, ontology engineering techniques can be utilized to properly design and 

build ontologies in further real-world domains, and inference and query mechanisms 

can enhance classic information management and retrieval approaches. 

Among these communities, this workshop aims to attract the attention of students 

and professionals both from academia and industry who take benefit of semantic-

based techniques and technologies in within-application Adaptation, Personalization 

and Recommendation approaches. In parallel to the progress made in the Semantic 

Web research topics, there have been appearing works in the above areas that use 

ontologies to model the user’s preferences, tastes and interests, and exploit these 

personal features together with meta-information about multimedia contents in order 

to provide the user with adaptation and personalization capabilities for different 

purposes such as information retrieval and item recommendation. 

Moreover, with the advent of the Web 2.0 (also called the Social Web), the 

potential study and development of those approaches have increased exponentially. 

Social networks allow people to provide explicit relationships with others, and find 

out implicit user similarities based on their profiles. Social tagging services offer the 

opportunity to easily create and exploit personal knowledge representations. Wiki-

style sites represent an environment where the community contributes and shares 

information, and blogs are media in which users express subjective opinions. In all of 

these scenarios, adaptation, personalization and recommendation are core 

functionalities. However, the understanding and exploitation of the semantics 

underlying user and item profiles are still open issues.  



Topics of Interest 

APRESW workshop focused on establishing user/usage models for adaptation, 

personalization and recommendation approaches for the Social-semantic Web. 

The topics of interest included, but were not limited to the exploitation of the Web 

of Data, the identification of semantics underlying social annotations of multimedia 

contents, and the application of semantic-based techniques and technologies in 

research fields related to: 

• Personalized access to multimedia content 

• Content-based recommendation and collaborative filtering 

• Adaptive exploration of multimedia content 

• Adaptive user interfaces for multimedia content browsing and searching 

• Community extraction and exploitation 

• Social networks analysis for collaborative recommendation 

• User profile construction based on social tagging information 

• Context-aware multimedia content access and delivery 

• Mobile and ubiquitous multimedia content access and delivery  
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 Interlinking Semantics, the Social Web, and the 

Real-world 

Harith Alani 

 

Knowledge Media Institute 

The Open University, Milton Keynes, MK7 6AA, UK 

h.alani@open.ac.uk 

Abstract. The viral spread of the social web is quickly becoming a rich source 

of information for recommendation systems and other personalised services. 

Semantics and web science help to decipher and render the chaotic and 

disconnected data on the social web, and turn it into clean, structured, and well 

integrated knowledge. In this talk I will briefly argue for the need for semantics 

and web science to tame the social web, then I will describe our work and 

results with integrating semantics, the social web, and the real-world in the 

context of the Live Social Semantics application. Finally I will highlight a 

number of recommendation services that you could help building for our Live 

Social Semantics platform. 

 

  



 



Using Images in Context-Aware Recommender

Systems

Sabri Boutemedjet and Djemel Ziou

Département d’informatique
Université de Sherbrooke, QC, Canada J1K 2R1
{sabri.boutemedjet,djemel.ziou}@usherbrooke.ca

Abstract. In this paper, we propose a unified probabilistic framework
for product recommendation which uses both images and user’s contex-
tual situation to predict accurately the ratings. In addition, this frame-
work suggests highly rated and diversified products to reach better user
satisfactions in conformance with researches in consumer psychology. Ex-
perimental results show that images improve the usefulness of recommen-
dation comparatively with state-of-art methods.

Keywords: Recommender systems, context-awareness, content-based
image suggestion, information filtering, ranking by diversity, clustering

1 Introduction

The widespread of Internet has promoted many e-commerce services over the
world wide Web. For instance, on eBay.com or Amazon.com, it is possible to
sell almost everything such as books, DVDs, clothes, etc. Generally, consumers
purchase products to satisfy their long-term needs which are relatively stable,
regular and refer to periodic preferences. For example, a user interested by fash-
ion, would like to receive periodically items (product highlights, news) related
to new fashion clothes, shoes or accessories. Recommender systems are software
tools which predict the buyers long-term needs in order to suggest relevant prod-
ucts satisfying these needs. They help users to save a valuable search time spent
before purchasing products by reducing the number of choice alternatives. For
instance, Amazon.com suggests products to its users based on their historical
data of ratings. A rating is a numerical value defined on an ordered scale and
quantifies the users interest in the rated item (explicit preference indicator).
From online retailers’ point of view, recommender systems constitute an effi-
cient advertisement strategy which personalizes highlighted products in order to
acquire new potential consumers and retain existing ones.

Recommender systems predict the buyers’ needs based on the collected his-
torical data. The historical data can be seen as a user-product matrix where
each entry (u, p) is the rating provided by user u to the product p. Due the
availability of a huge amount of products, the proportion of empty entries in the
user-product matrix is extremely high. Then, recommender systems first start by
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predicting the missing ratings (empty entries) corresponding to unseen products
using information filtering techniques [2]. After that relevant items are identified
as those having the highest predicted rating. It has been noticed in literature
that the accuracy of the rating prediction is increased by exploiting the both
information about the user’s context and products.

Context-awareness in recommenders has been motivated from researches in
consumer psychology which recognize the dependence of user long-term needs
on the time, location, and any information about the physical environment sur-
rounding the user [3]. It introduces an additional level of personalization by
considering the influence of the external environment of the user on his/her
appreciation of the products [21, 6]. For instance, location-based recommender
systems exploit the contextual information defined by the user’s geographical
location (captured from user’s mobile device) to suggest personalized advertise-
ments of products in neighboring commerces.

Images constitute an other important factor influencing the usefulness of
the recommendations. Note that many products such as jewelery or clothes are
adopted by users because of their visual appearance which defines their look-and-
feel in terms of the color, shape, and texture [10]. In some cases, the semantic
information extracted from images may lead to better discrimination among
image categories [13]. In the domain of marketing, images have been used as ef-
ficient means in advertisements since they can convey meanings that cannot be
expressed using words [16]. For instance, images have been used successfully to
present “highlighted products” in the Web site of many online retailers such as
Amazon.com or eBay.com. This presentation style is motivated mainly by high
persuasion power of images. In fact, a qualitative study published in 2005, shows
how users are influenced by the product’s visual appearance which carries infor-
mation about aesthetics (emotional pleasure), functionality (number of offered
options), or quality [8]. So far, the persuasive power of images on consumers
has not been taken into account by rating prediction algorithms but only to
present products. Thus, existing recommender systems do not model explicitly
user long-term needs that related to the visual appearance of products expressed
as “like product X of look-and-feel Y”.

Once we have collected the data about users, products, contexts, and rat-
ings, we need to design algorithms which model these data in a feature space
to predict the missing ratings of unseen products. The majority of existing rec-
ommendation algorithms rank products by the predicted rating only. However,
consumer psychology researches have shown that the variety-seeking behavior
of the consumer pushes him/her to reduce the redundancy of some product at-
tributes in consecutive purchase occasions. In fact, by diversifying choices, users
reduce the risk of uncertainty caused by lack of expertise on some products,
complement other already purchased products, or simply to avoid boredom [15].
In other words, the predicted rating is not a sufficient criterion to better satisfy
consumers. Let us consider the example illustrated in Fig.1 which shows the
suggestion lists of three products obtained using two ranking strategies where
“laptop” is the product category having the highest predicted rating. If the rat-
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Fig. 1. Example of two suggestion strategies for given user interested by a “laptop”.

ing is the only criterion for ranking products, it is natural that the first three
suggestions are laptops since similar items receive similar ratings. Note that the
second suggestion obtained by “rating & diversity” is more useful for both the
user and online retailers since it provides diversified and complementary sugges-
tions. Therefore, to reach highest user satisfaction, it is important to consider
also the consumption history of each user to rank products by both predicted
rating and diversity.

In this paper, we present content-based image suggestion (CBIS) which inves-
tigates the added-value of images and user contextual situations in making useful
and diversified recommendations. We present our unified probabilistic approach
which models seamlessly the uncertainty of the long-term needs of consumers,
image collection, and the diversity of suggestions. This paper is organized as fol-
lows. In the next Section, we present recent advances in recommender systems.
Then, we detail two ways of using images in improving the usefulness of recom-
mendation algorithms. Experimental results are presented in Section 4. Finally,
we conclude the paper with a summary of the work.

2 Related research work

During the last two decades, many relevant issues have been addressed in liter-
ature to increase the usefulness of recommender systems. In the following two
subsections, we categorize recent advances in recommender systems at the levels
of predicting accurately the ratings and ranking products by diversity.
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Fig. 2. Three major techniques of rating prediction. CBIS exploits the power of product
images during the prediction of ratings.

2.1 Rating prediction

Recommender systems employ Information filtering (IF) technologies to predict
the missing ratings for unseen products (e.g. empty entries in the user prod-
uct matrix) [2]. In IF literature, there exist three families namely content-based
filtering (CBF), collaborative filtering and hybrid methods. CBF employs in-
formation retrieval (IR) techniques in representing user profiles using content
descriptors that are mainly defined by the textual information extracted from
product captions, surrounding text in Web pages, etc (see “Terms” in Fig. 2).
The principle of CBF methods is that items similar to those preferred by the
user in the past, will be preferred in the future. For a given user, CBF classifies
the ith product represented by word features (wi1, . . . , wiD) in the category of
relevant or irrelevant products [17]. However, the major shortcoming of CBF is
its inability to recommend to the user “unexpected” items different from what
he/she has already rated in the past.

Collaborative filtering (CF) methods identify the neighbors of the user (other
users with similar needs) based on ratings they provided on the same products.
The neighbors are identified by analyzing the correlation among the rows of the
user-product matrix. For example, in Fig. 2, U3 is the neighbor the active user
since both of them liked the products P3 and P4 and disliked P1. In CF, we
find either distance-like methods [18] or model-based clustering-like techniques
such as [12, 11, 19]. CF methods consider items as a categorical variable (i.e.
unique index for each item) and are unable to suggest unseen items (novel prod-
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ucts). Hybrid methods take advantages of both CF and CBF and identify both
the neighbors of the user and products categories in making rating predictions
[20]. For context-awareness, the authors in [1] define the contextual information
as location, time, and compagnon. Then, many reduced user-product matrices
specific to each context, are derived from the historical data. Then, a collabora-
tive filtering technique is employed on the reduced matrix to predict the empty
entries for a given context.

2.2 Ranking items by diversity

A natural way to promote the diversity is to eliminate the redundancy by con-
sidering the dissimilarity of each image with respect to previous consumptions
according to some distance metric. Some normalization of term weights of the
query can be resolved before accurately computing the distance metric [9]. In-
formation retrieval has addressed the issue of ranking documents by diversity by
a general two stage procedure as follows [22, 7]. The first document is selected
as the one being the most similar to the query (topic). Then, documents are
inserted successively into the result set according to both their similarity to the
query and the redundancy they provide with respect to the already retrieved
documents. The authors in [22] penalize the results with lower number of cov-
ered subtopics. The authors in [7], employ a probabilistic model for retrieval
where the prior distribution (over word features) is updated successively each
time a document is selected within the result set. Diversity-ranking methods
have shown to reach better user satisfactions in retrieval tasks.

3 Content-based image suggestion

In this section, we investigate the use of product images instead of textual fea-
tures, as shown in Fig. 2 in modeling the entries of the user-product matrix.
Therefore, we consider images as a contextual information at the level of prod-
ucts defining their look-and-feel. For users, we investigate the added-value of
the context defined by the external environment (location and time) in refining
product recommendations.

3.1 Notations

We consider the following representation of the user-product matrix extended
with both visual and contextual information. We have a set of users U =
{1, 2, . . . , Nu}, a set of images V = {v1, v2, . . . ,vNv

}, and a set of possible con-
texts E = {1, 2, . . . , Ne}. Each vk is a visual descriptor used to represent the con-
tent (color, shape, texture) of products. For instance, it may carry information
about the shape, color, or the texture present in images. We define the context
as a combination of two attributes: location L = {in − campus, out − campus}
inferred from the Internet Protocol (IP) address of the subject, and time as
T = (weekday, weekend) i.e Ne = 4. The rating is expressed explicitly on
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an ordered scale defined as R = {1, 2, . . . , Nr}. For example, the five star
scale (i.e. Nr = 5) such as the one used by Amazon.com, allows the users to
give more detailed degrees of appreciation. The CBIS data set is defined as
D = {d(i) =< u(i), e(i), v(i), r(i) > |e(i) ∈ E , v(i) ∈ V , r(i) ∈ R, i = 1, . . . , N}.
Note that each observation d(i) is nothing else than an entry in the extended
user-product matrix.

3.2 Using images to predict ratings

We consider the problem of CBIS as the maximization of a utility that ranks
images for a user in a certain context. In this subsection, we exploit the power
of images to define a more accurate utility which incorporates the information
about both the rating and diversity.

Let X = {x1, x2, . . . , xL} be a list of L ranked images to recommend to a
given user u in a context e where xt ∈ V , t = 1, . . . , L, is the image at rank
t in X . The diversity of X imposes another condition that involves measuring
dependencies (information redundancies) within subsets of products during the
suggestion process. Therefore, the utility of the tth suggested product depends
on both its rating and other products Xt = {x1, . . . , xt−1} in the suggestion list
that have been already consumed. The following utility function measures such
compromise

xt = arg max
x∈V−Xt

s(x, u, e|Xt) (1)

To predict the ratings, we propose a generative model p(u, e, x, r) which cap-
tures the joint probability (uncertainty) to observe a rating r for any entry
(u, e, x). Note that one could predict probabilistically the rating using p(r|u, e, x)
obtained by conditioning p(u, e, x, r) on (u, e, x, r). Based on product images, we
consider similar users as those who have preferred similar images. For that end,
we should first identify K user classes and M image classes from the observed
data set D. Then, two latent variables z and c label each data (u, e, x, r) with
information about the user class and image class, respectively. We adopt the
visual content flexible mixture model (VCC-FMM) [5]

p(u, e, x, r) =
M
∑

c=1

K
∑

z=1

p(z)p(u|z)p(e|z)p(c)p(x|c)p(r|z, c) (2)

The quantities p(z) and p(c) denote the a priori weights of user and im-
age classes. p(u|z) and p(e|z) denote the likelihood of a user and context to
belong respectively to the user’s class z. p(r|z, c) is the probability to generate
a rating for a given user and image classes. Finally, p(v|c) is multi-dimensional
continuous-valued generalized Dirichlet distribution (GD), parameterized by 2×
d-dimensional vector δc. We denote by Θ, the set of VCC-FMM parameters

Θ =
(

p(z), p(c), p(u|z), p(e|z), δc, p(r|z, c)
)

(3)
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We train this model from the data D to identity the optimal parameters ΘML

which maximize the log-likelihood of the data set log p(D)

ΘML = arg max
Θ

p(D) =
∏

i

p(u(i), e(i), x(i), r(i)) (4)

The numbers of user classes K and image classes M are unknown and their
automatic identification from D is still a challenging problem in unsupervised
learning. However, one could estimate automatically these numbers (M and K)
from the data using minimum message length (MML) approach [5].

Fig. 3. The principle of our diversity-based ranking for suggesting highly rated and
diversified images. Horizontal axis outlines the similarity of images while vertical axis
defines the probability for an image to get a high rating. Images of the class c1 (similar
to x1) are penalized by setting p(r+|z, c1) ' 0.

3.3 Using images in to rank by diversity

The diversity of the suggestion lists X can be measured as the degree of dissimi-
larity between all images in the list. Based on the visual information of products,
we maximize both the diversity and the rating by an appropriate design of the
ranking function s(x, u, e|Xue

t ). Since consumers make binary purchase decisions
(buy or not), we employ a binary scale {r+, r−} for ratings. The products are
ranked probabilistically according to a utility which favors those with high rat-
ings as follows

s(x, u, e) = log
p(r+|x, u, e)

p(r−|x, u, e)
(5)

where p(r−|x, u, e) =
∑Tr

r=1 p(r|x, u, e), p(r+|x, u, e) = 1−p(r−|x, u, e) and Tr is
a threshold used to separate positive and negative ratings.

Now, the principle of our diversity-ranking strategy is to recommend only
“highly rated” products which belong to “different classes”. Given that we have
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already recommended Xt products, we select the current one such that it is “vi-
sually” dissimilar from those in Xt by assuming previous products “irrelevant”.
This assumption is implemented by generating negative ratings for the consumed
products {< u, e, xt′ , r

− >, t′ = 1, . . . , t}. In order to take into account the new
information about the irrelevance of Xt, the parameters of the model Θ(t) are
successively updated from each observation < u, e, xt′ , r− >. Let s(x, u, e; Θ) be
the utility (5) computed using a certain model Θ given by equation (3). Then,
to promote the diversity, xue

t is selected according to the utility (1) and having
the form (5) with s(x, u, e; Θ(t)) except that the parameters are updated with
diversity information:

s(x, u, e|X ue

t ) = s(x, u, e; Θ(t)) (6)

The general scheme of our algorithm is given as follows. Initially, we set X ue
1 = ∅

and Θ(1) = ΘML given by Eq. (4). Then, each time an image xt−1 of class c∗t−1

is suggested, we use a cost-effective online learning since an offline relearning is
not a reasonable solution. The probability of positive ratings for images of the
same class p(r+|z, c∗t−1) are updated effectively as [4]

p(r+|z, c∗t−1) = 0,

c∗t−1 = arg max
c

p(c|u, e, xt−1, r
+) =

p(c, u, e, xt−1, r
+)

p(u, e, xt−1, r+)

(7)

with p(c, u, e, x, r) =
∑

z
p(z)p(u|z)p(e|z)p(c)p(x|c)p(r|z, c). Intuitively, Eq.

(7) allows the selection of image class representatives with the highest predicted
ratings. Therefore, the proposed diversity-ranking strategy seeks for “novel”
products with high-ratings as illustrated in Fig. 3. The first product to sug-
gest comes from the class “piece of art” in left since it has the highest rating.
Once it is selected its probability of high-rating is reduced to zero. The second
product to suggest will necessarily come from the class with the second highest
rating (flowers). This process is repeated until the suggestion list is filled. Note
that a rating-based ranking strategy can be implemented straightforwardly by
considering constant parameters, i.e. Θ(t) = ΘML, ∀t

s(x, u, e|Xue

t ) = s(x, u, e; ΘML) (8)

4 Experiments

The aim of this experiment is to measure the contribution of the visual infor-
mation in making accurate recommendations comparatively with state-of-art
methods. We make comparisons with some representative algorithms used for
rating prediction that are the Aspect model [11], Pearson Correlation (PCC)[18],
Flexible Mixture Model (FMM) [19], the Decoupled Model (Decoupled) [12] and
the User Rating Profile (URP)[14]. For CF approaches, we consider images as
a categorical variable. To investigate the usefulness of contextual information,
we evaluate the V-FMM which is the variant of VCC-FMM with only one (ho-
mogeneous) context information, i.e. E = {1}. We measure the performance of
algorithms in terms of both accuracy of predicting ratings.
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Classes c = 2 c = 11 c = 14 c = 28

Images

z = 1 0.21 0.08 0.74 0.17
z = 2 0.01 0.84 0.07 0.32
z = 3 0.88 0.32 0.92 0.06

Table 1. Sample visual content class representatives and the estimated probability of
high rating p(r+|z, c), for a selected set of user classes.

Table 2. Averaged MAE with standard deviations over 10 runs of the different algo-
rithms on D. The relative improvement rates are computed by comparing MAe of each
algorithm with that of PCC.

PCC(baseline) Aspect FMM URP Decoupled V-FMM VCC-FMM

Avg MAE 1.327 1.201 1.145 1.116 1.095 0.890 0.646
Std Deviation 0.040 0.051 0.036 0.042 0.037 0.034 0.014
Improvement 0.00% 9.49% 13.71% 15.90% 17.48% 32.94% 55.84%

4.1 Data Set

We present experimental results conducted on a collected from 27 subjects who
participated in the experiment (i.e. Nu = 27) during a period of three months.
The participating subjects are graduate students in faculty of science (computer
science, mathematics, biology, and chemistry). Subjects received periodically
(twice a day) a list of three images on which they assign relevance degrees ex-
pressed on a five star rating scale (i.e. Nr = 5). A data set D of 13446 ratings
is collected (N = 13446). We have used a general-purpose collection of 4775
images collected in part from Washington University and another part from col-
lections of free photographs. The image collection which we experiment here
contains both man-made and natural images and categorized into 41 categories.
To represent images, we have employed both local and global descriptors. For
local descriptors, we use the 128-dimensional Scale Invariant Feature Transform
(SIFT) to represent image patches. We employ vector quantization to SIFT de-
scriptors and we build a histogram for each image (“bag of visual words”). The
size of the visual vocabulary is 100. For global descriptors, we used the color cor-
relogram for image texture representation, and the edge orientation histogram.
An image descriptor is a 140-dimensional
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4.2 Prediction accuracy

Experiment protocol We divide the data set D into two halves: one for train-
ing VCC-FMM and the remaining part for validation. We measure the accuracy
of the prediction using the Mean Absolute Error (MAE) which is the average of
the absolute deviation between the ratings rue

v
in the validation data Dtest and

the predicted ones r̂ue
v

=
∑

r
r(p(u, e, v, r)/

∑

r
p(u, e, v, r)

MAE =
1

|Dtest|

∑

di∈Dtest

|ru
(i)

e
(i)

v
(i) − r̂u

(i)
e
(i)

v
(i) | (9)

Results The first five columns of table 2 show clearly the added value of the vi-
sual content comparatively with pure CF techniques. For instance, the improve-
ment in the rating’s prediction reported by V-FMM is 22.27% and 19.81% com-
paratively with the recent CF approaches FMM and URP, respectively. VCC-
FMM which takes into account the context information has also improved the
accuracy of the prediction comparatively with the others (at least an additional
15.28%). From consumer psychology [3], this fact outlines clearly the influence
of the contextual situation on user long-term needs.

4.3 Usefulness of suggestion lists

Experiment protocol This evaluation measures the effectiveness of rating-
based and diversity-based ranking strategies in terms of user satisfactions. In
each experiment run, we initialize X = ∅ and we put Tr = 3 to separate nega-
tive (r−) and positive (r+) ratings. We collect satisfaction indicators from the
human subjects who participated in the generation of that data set. Each sub-
ject is recommended eight images on each of which he/she attributes a binary
relevance degree: “0” for not-relevant and “1” for relevant. Then, we evaluate
quantitatively the usefulness of the suggestion using the precision computed as
the proportion of relevant images in the the list.

Results Figure 4 shows that for rating-based ranking, the higher the size of sug-
gestion lists, the lower the value of average precision. Also, the diversity-based
ranking reaches better user’s satisfaction (18.06% in average) than rating-based
one. Indeed, by removing “visual redundancy”, we improve the usefulness of sug-
gestion lists which conforms with consumer psychology researches [15]. Finally,
it is shown that the “optimal” size of suggestion lists, i.e. highest average preci-
sion, are four and eight images for rating-based and diversity-based suggestions,
respectively.

5 Conclusions

In this paper, we have studied the contribution of the visual and contextual
information in the improvement of the usefulness of recommender systems. The
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proposed model predicts the outcome of the user’s decision making in each con-
text based the preferences of other users with similar interests on product images.
Experiments showed that images helped significantly in increasing the accuracy
of rating prediction and usefulness of suggestion lists.
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Abstract. Personalisation is a desired functionality for applications within 
mobile environments. One approach to personalisation of mobile services is by 
the use of personal and contextual information. In this paper we describe a 
personal profile for this purpose that has been created using OWL DL 
implemented in Protégé. The developed profile ontology is based on, and 
evaluated relative to, personas and scenarios from the food shopping domain. 
The profile covers three levels of information; personal information, stable 
information and temporary interest. The main result is a profile ontology that is 
used to illustrate potential benefits by use of information about a person in the 
personalisation process, which can be extended to cover other areas of interests. 

Keywords: Personal profile, ontologies, personalisation, food shopping. 

1   Introduction 

New types of networks and devices bring the Internet into everyday lives through 
wireless and mobile technologies. Users of mobile technologies are getting exposed to 
information and services, without being able to control the flow of services. The goal 
is to connect accessible and mobile devices collecting context and eventually provide 
service provisioning for the users through the sharing of information in a ubiquitous 
computing environment [1]. This change will involve technical, social and 
organisational challenges [2].  

The vision for the next generation Web as the Semantic Web [3], is now often 
combined with Web 2.0 technology to predict Web 3.0. Information is accompanied 
by metadata about its interpretation, so that more intelligent and more accessible 
information-based services can be provided. With these new possibilities we need to 
increase users’ abilities to express what information and services they need. For our 
personalisation we will use Semantic Web technology as the enabler. The core 
components in the Semantic Web and its applications will be the ontologies. An 
ontology can be seen as an explicit representation of a shared conceptualisation [4] 
that is formal [5].  

Personalisation is needed to overcome information overflow and the traditional one 
size fits all approach. By knowing the user one can improve the quality of services 
delivered. Information about a user can be used to target services directly to a specific 
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user. One of the main challenges and potential for future contextualised and 
personalised support lies in the combination of public and private information and the 
combination of personalisation and contextualisation [6]. Research has been done on 
adapting information according to the context the user is in. However, little research 
has been done in focusing on offering the right services at the right time.  

Here we focus on the personal profile. The developed case environment is related 
to food shopping, where users in some situations have to make non-trivial decisions. 
Mobile services within the food shopping domain is currently being investigated by 
the GS1 MobileCom [7]. We want the system to be able to decide what can be 
relevant in a particular situation. Depending on what the goal is for a specific user, 
varying parts of profile and context will assist in the personalisation process. Being on 
the move it is important for users to receive the right information at the right time, and 
at the same time being able to exchange and control information that is necessary to 
make this possible. 

The rest of the paper is organised as follows. First, selected parts of our food 
shopping case are described. Then, the developed ontologies are described together 
with the necessary types of information about a person. Third, the overall architecture 
is presented. Related work is presented in section 5. Finally, conclusions are drawn. 

2   Case Environment 

The main sources of information for the creation of the profile are the personas and 
the scenarios. A persona describes users quite detailed, while the scenarios put the 
persona in a realistic situation.  

2.1 Persona: Bill and his Family 

A persona is a description about an imaginary user that explains who he is, his beliefs 
and goals etc. Such a description can therefore explain the decisions and choices he 
makes. Personas can be used as an interaction design technique with significant 
influence on development of new software [8]. They work as a shared basis for 
communication, and for engagement in the group that are going to use them [8, 9]. By 
understanding a fictitious user one is better prepared to be able to predict how a 
different person than himself would behave in a specific situation.  

Our family personas consist of five persons; a mother, a father and three children, 
and they constitute a household. Family members have preferences and wants, and 
sometimes the preferences do not match. When there is a conflict, the parents have 
the last word. Here we focus on the father, Bill. These keywords describe Bill; 39 
years old, conscious about contents of food, prefers healthy, non-harmful food, 
prefers ecologically produced food, small carbon footprint if possible, FairTrade is 
regarded positive, price is an issue, but not the most important one, have certain 
affinities, likes to have a preset shopping list and finds it difficult to adapt on the spot. 

The shopping list of the day can be regarded as a temporary interest, while the 
preferences for certain makes and brands can be regarded as stable interest. Note that 
the temporary interest relative to today’s shopping list is recurrent at different 
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intervals (e.g. if milk is bought today, it will typically turn up again the week after. 
Products that one does not get, might be replaced, or might stay on the list). 

We understand that Bill and his family are interested in what they eat. When one is 
conscious about food, what it contains and how it is produced, it is important to easily 
find relevant information about products. However, it can often be challenging and 
time consuming to find this information manually on the declaration. Therefore 
assistance in the food shopping process is highly relevant for Bill. 

2.2 Scenario: Bill Shopping Food  

In this selected scenario, Bill is out shopping on a Tuesday evening. The shopping list 
was prepared in advance, and consists of items for the whole family. Bill finds it 
difficult to adapt on the spot, and consequently he prefers a complete shopping list in 
advance. The scenes are illustrated in Figure 1. Bill has strawberry jam on the list, but 
the type they usually buy is sold out. On the shelf there are many alternatives, and Bill 
does not know which one to choose. A jam has typically more than ten different types 
of information related to it. Since Bill has specific concerns regarding the contents of 
food, it is important for him to avoid certain ingredients. Instead of reading the 
declaration of contents for all the available strawberry jams, he provides a query for 
alternatives, a request, to the personalisation system (e.g. scanning the bar code of an 
available jam and select alternative product). The result of the request is a response 
from the system, which is a prioritised list of jams according to his preferences and 
the knowledge about the different jams (and of the jam that is originally preferred).  

Fig. 1. Scenes from scenario – Request for alternative product 

The result is delivered to Bill’s device, and gives Bill information enough to make 
a well-founded choice. The rest of the alternatives have been excluded due to low 
relevance. Bill chooses the second alternative because he does not mind the additive 
potassium sorbate. The reason several alternatives are given is that the preferences 
only give an indication for what the system thinks can be most relevant, and there is 
not necessarily one correct answer. Presenting only one result could eliminate other 
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relevant products. By presenting the most relevant ones and providing information 
about them, it is up to the user to make a final decision. 

3   The Personal Profile and Food Ontology 

Before we describe the ontology we will shortly describe the background for the 
process and how we have proceeded with the creation of the profile ontology.  

3.1 Profile Information and the Process 

Characteristics described in the personas are partly used for structuring. They give 
indications for necessary properties and classes, particularly with regards to personal 
information and stable interests. We also use the scenarios to extract information that 
is necessary or useful to achieve the personalisation we propose. To do this, the 
scenarios have been analysed in more detail with regards to the personalisation 
process. The scenarios also tell much about the stable and temporary interests.  

Since the goal is not to create a complete profile, we focus on general concepts that 
make it possible to achieve the successful personalisation we aim for. Therefore, the 
profile will only consist of a portion of the information that should be part of a 
complete profile. The contents will be constrained by our scenarios, but could be 
extended to cover other areas and more details. Since many of terms that need to be 
modelled are more abstract than physical, effort to decide how to model it has been 
needed. This has also been an issue as to which classes that needs to be included and 
how they are to be related and modelled in relation to other classes. 

Since we focus on mobile food shopping support we have limited the scope for the 
rest of the world that is modelled. We look at the food domain that can be related to 
local supermarkets in our neighbourhood. Figure 2 illustrates the top level of classes 
in the ontology, while Figure 3 illustrates top level relations. Some of these will be 
referred to in the examples. Many of the defined classes will not be mentioned since 
they are included for reasoning purposes related to useful classifications used in the 
personalisation process by the mediator. We focus on the classes that are relevant for 
the described persona and scenario in section 2, and which are used to define a person 
and related parts of the food domain. 

The information in the personal profile can be divided in three main parts. The first 
category is termed personal information. Personal information consists of categories 
of information that is common for all users. Personal information is useful to identify 
the demographic properties of users. Many of these can be derived from the persona 
description. They change very seldom and typical examples are name, birth date and 
address. This type of information is particularly useful when connecting to a new 
service provider who is interested to know who you are and where you live or what 
your phone number is etc. 

The second category is termed stable interests. It is called stable because the type 
of information does not change frequently, due to importance and relevance. Once a 
user has an interest, he is likely to have this interest for a longer time span, e.g. favour 
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a specific producer of jam. The interest for this producer is the same from one week to 
another.  

Sometimes it is useful to be able to specify interests or activities that do not last 
over a longer time span. Therefore, the third category is termed temporary interests. 
For a shorter time period a user could be interested in for example buying a new 
digital compact camera. In our case the daily shopping list represent the temporary 
interests. As soon as the goal is fulfilled, it is no longer part of the personal profile. 

 

 
Fig. 2. Protégé class hierarchy 

3.2 Describing Personal Information 

The profile is centred around the Person class, which will be the main part with 
regards to representing an actual person. Bill will be represented as an instance of the 
Person class. The properties we have included to describe who a person is, are his 
name, his family relations etc. Some of the datatype properties included are hasName 
(type String), hasAge (type int), hasBirthday (type date) and the object properties 
hasGender, hasFamilyRelations with subpropeties isMarriedTo and hasChild. We 
have included properties for both age and birthday, so that we do not have to compute 
age. A person can be either a Man or a Woman (not both), and are connected through 
the hasGender relation. Many of the relations related to personal information 
correspond to relationships also modelled in GUMO+UbisWorld [10] and SUMO 
[11]. We have not used these unabrighted though, since an earlier analysis [12] has 
shown that existing ontologies in this area are not directly reusable.  

The personal information part has not been very important in our scenarios, and 
therefore we only include basic personal information. This part can be extended as it 
in many situations is useful to exchange detailed and extensive personal information 
(address, account information, phone number etc.) in an easy and controllable way. 
Personal information is used in many situations, and in the connection to new service 
providers controlled exchange or shared access of personal information can be useful.  
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3.3 Describing Interests 

Stable interests are the most important type of information as to being able to find out 
the relevance of a specific service or information, and to target services to individual 
users. All the different preferences for a person belong to this group.  

Long-term interests are important, and from the persona and scenario we see that it 
is useful to be able to indicate relative interest. As we can se from the persona Bill, we 
want to be able to specify to what degree he prefers for example ecologically 
produced food and fair trade food. Many of such preferences of a person are regarding 
how good or how bad he prefers or likes something or not. Such value partitions in 
our model are intended to indicate that a specific relation can have different levels of 
intensity or degree. We have chosen to select levels corresponding to high, medium 
and low for the different gradings. We have modelled this as value partitions that later 
can be further subdivided if necessary. Our value partitions belong to the class 
Modifiers, and all the different modifiers are modelled as disjoint classes which 
exhaustively partition the parent class representing the feature. The class Modifiers 
has the subclasses ADHDAdditiveAffinity, EcoAffinity, FairTadeAffinity and 
PriceSensitivity. Class EcoAffinity is divided into subclasses HighEcoAffinity, 
MediumEcoAffinity and LowEcoAffinity and similar for the other affinities except 
ADHDAdditiveAffinity. ADHDAdditiveAffinity is a class that is included for being able 
to say that one avoids additives with a certain effect with regards to the medical 
diagnosis ADHD. Each modifier can be connected to the Person class through object 
properties hasEcoAffinity and similar for the other affinities. All affinity properties are 
subproperties of hasAffintiy. The combination of different affinities makes it possible 
to use them together in different ways in the search for relevant services, and this is 
done by the mediator during the personalisation process. A person having a high 
affinity for ecological products, would typically value products that are ecologically 
produced very positive. Someone not interested in ecological food would not indicate 
any interest related to ecological food, and hence the fact that a product is 
ecologically produced or not would not affect any possible rankings. 

 

Fig. 3. Protégé top level object and data type property hierarchy  

While many of the persona characteristics indicate what the personal information 
and the stable interests are, the shopping list indicates the father’s and the household’s 
temporary interests. Temporary interests are important to understand the particular 
situation the user is in and his needs at the moment. To make it possible for Bill to 
specify which items are on the shopping list, there is a class ShoppingList, where 
Bill’s list can be registered. It can for example be the individual BillsShoppingList, 
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which is a type of ShoppingList, that can be related to particular food and food 
products (e.g. Hervik Ecological strawberry jam) through the shoppingListItem 
property. When we know some characteristics of a person, it is possible to use this 
information to define new classes (e.g. class EcoConcerenedPerson which are all 
instances that are persons and have the affinity high for ecologically produced food). 

3.4 Food and Related Concepts 

In addition to representing people, there are classes that have been included to 
describe concepts about the food domain. For this we have used a public food 
taxonomy [13] for information about existing processed food and commodities. It 
seems that there is currently no complete overview of products and list of contents of 
products online. Therefore, the information about jams and its ingredients has been 
manually collected from the products’ list of contents out in actual supermarkets. Due 
to the political focus on food-safety, it is not unlikely that such information will be 
made publically available in a digital form in the future. What we then need is to 
connect the information we have about food and the actual persons that are modelled 
in the Person class.  

The main classes are Food, FoodInformation and NonFood. The class Food has 
been separated in Commodity and ProcessedFood. Class Additives is a subclass of 
NonFood. The class Jam is a subclass of ProcessedFood, which is a subclass of Food. 
The jam that Bill is looking for is typically an instance of one of Jam’s subclasses 
StrawberryJam. We have named the instance HervikStrawberryJam.  

FoodInformation has subclasses Producer and QualityMark. The class Producer 
represents all the different kinds of producers, e.g. like the ones producing jam in the 
scenario; Nora, Ica and Hervik. These are represented as individuals. Food can only 
be marked as Ecological or FairTrade, which are the instances of QualityMark. 
Types of Food are connected to Producer through the properties hasProducer. 
Whether a product is ecologically produced or not, is specified through the property 
hasQualityMark (which is a subproperty of hasProductProperties). All products that 
have the quality mark ecological are considered ecologically produced food. 

4   Overall Personalisation Architecture 

Here we present the personal profile in relation to the other necessary components. 
The mediator is responsible for the personalisation and connects the right users with 
the right services. To do this, the mediator is provided the necessary parts of the 
profiles, information about the domain and devices etc. These sources of information 
are used in the different steps in the personalisation process. All the service 
agreements and searches for services (providers) are done through the mediator. 

The process is initiated by the expression of a request which represents the user’s 
goal in a particular situation (by user or service provider). The user poses such a 
request from his mobile device. The request starts the personalisation process 
performed by the mediator. The profile, which should be stored at a trusted third 
party, will be available in the process providing the mediator with relevant profile 
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information. This profile information will be used together with the information about 
the domain, which in our case is about food and food products. The preferences in the 
profile are defined in relation to what information that is to be found about food, e.g. 
is a person’s concern in ecological produced food related to the way the a particular 
product is produced. The main steps of the mediator as the matchmaker are pre-
processing of goals, find services, compose services, adapt result to device and 
delivery. Several sources of available information are involved in the personalisation. 
External knowledge represents information sources that the mediator has access to, 
but not necessarily owns and administers. Where these sources of information are 
physically stored is not the focus of the current paper. The important thing here is the 
use of information, and the benefits gained in the personalisation in the form of 
relevant services. The real world is observed by sensors, and parts of it can be 
perceived and interpreted as context information. Context information can for 
example be a user’s location, location of other users, the weather and time of the day. 

 
Fig. 4. Overall personalisation architecture 
 
A user request represents an explicit need or goal of the user, and corresponds to 

pull services as the user is the active part. Requests are sent directly to the mediator 
which is responsible for the matching. In addition to explicit requests posed by users, 
it is also possible for the mediator to support users’ implicit goals. Trying to satisfy a 
user’s implicit goal correspond to push services, where the user is a passive part. In 
such cases the mediator is able to find matches between available services and users’ 
profiles that match a particular service or group of people the provider is interested in. 
For both types of requests it is important that the response provides a result that is 
relevant for the user. In the presented scenario, Bill proposes an explicit request.  

While the user perceives the personalisation process as one step with one input and 
one output, the mediator actually performs a set of steps to be able to return a 
response to the user according to the initial request. Hence, from the user’s side, the 
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communication with the mediator in the scenario will be perceived as a simple service 
that retrieves an alternative product based on the request he poses. Figure 4 illustrates 
the main steps in the personalisation process. However, in the steps of the 
personalisation process to produce relevant results for the user, the mediator in many 
cases executes more than one service to produce the result that is to be delivered. 
Non-functional requirements (performance, throughput, response time etc.) are also 
important, but our focus has been on the functionality that is to provide relevant 
services to the user. 

When the mediator receives the request it has to do some pre-processing before the 
request can be handled. This depends on how the requests are expressed, and how 
they are going to be used in the search for alternative services. If several services are 
needed to fulfil the request, then the request needs to be split up in separate parts so 
that smaller services can be found. These parts will be called sub-requests. A request 
or sub-requests should make it possible to find services that imply the possibility of 
delivery of relevant results to the user. 

After the request has been transformed, it will be used to search for services that 
can satisfy the request. It is necessary for the success of the personalisation that the 
services retrieved, which will lead to the delivered response, are relevant for the user. 
If more than one service can be considered relevant, the most relevant service should 
be selected. Services can be relevant at two levels. At the first level of the matching 
we are concerned with finding relevant services according to the request. In this 
matter a relevant service is a service that can satisfy the request fully or partially. On 
the next level we speak about the relevance of the result of the execution of a service. 
This is particularly useful when the service delivers multiple results. In cases where a 
service gives several results, it is necessary to chose one or more that are relevant to 
the user. To do this, personal information is an important factor to be able to decide 
what is relevant and how relevant it is. In this step, sorting of the information is 
important. Like in the presented scenario, several smaller services are necessary to 
produce a prioritised list of alternative jams, e.g. find all alternative products, find out 
to which degree a specific jam satisfy a user’s preferences, sort alternatives by 
relevance.  

When a service (or several services) has been found, it will be used to find or 
reason over information in the knowledge base. The selection of which information to 
be chosen to be a part of the result is influenced by this information. In some cases 
retrieved information needs to be ranked. Then the most relevant information should 
be selected to be a part of the delivery of the response. In the presented scenario the 
system actually finds ten different alternatives, but only presents a selection of the 
four most relevant results. Since devices have different abilities, the result should be 
adapted according to device specification. When the result has been set according to 
the user’s device, it should be delivered to the user.  

5   Related Work 

The need for systems to adapt to their users has been recognised in many application 
areas. So far much focus has been with regards to applications intended for stationary 
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computers. Personalisation for mobile systems has a different focus, where services 
and the control and automatic selection of services are important. For a mobile user it 
is essential to be in charge of the flow of information and services. Exactly what 
personalisation will mean for future mobile services and how it should be done is still 
more open. However, personalisation is a compelling feature for mobile 
communication systems for both end users and service providers. I the busy life of 
mobile users relevant services are important.  

Originally user modelling techniques were restricted to desktop systems on 
stationary computers. Lately there has been an increase in ubiquity of mobile and 
embedded devices. Hence, it has become apparent that in many cases the recognition 
and modelling of the user’s external context is essential [14]. Ontology based user 
modelling is a direction where ontologies are used to structure user models [15]. 
There have been several proposals with regards to models of users using ontologies. 
Some ontologies are described as personal profiles and are publicly available (for 
viewing and editing) and referenced in papers (e.g. [11], [16]). However, there are 
also many ontologies only described in papers (e.g. [17],[18],[19],[20]). A common 
feature is that most of the ontologies are built from scratch. 

The field of user modelling is said to contribute significantly to the enhancement of 
the effectiveness and usability of ubiquitous computing systems. On the other side, 
the field of ubiquitous computing is building the technological basis for these 
systems. This new technological basis offers the user modelling community 
opportunities to apply their methods to new kinds of systems. The combination of 
user modelling and the technological basis of ubiquitous computing can contribute to 
extending the methods themselves in the process [14]. 

The biggest change regarding personalisation is the focus on a person as one 
individual, and not a heterogeneous group. Focusing on individuals, other factors than 
earlier can be relevant for the personalisation process. When one says that 
personalisation is concerned with tailoring specifically to one individual user, other 
factors than just the user will be relevant, e.g. the result of personalisation in different 
settings or contexts should differ.  

6   Conclusion and Future Work 

A world where people have the possibility to be connected to the Internet everywhere 
and anytime poses new challenges as how to provide relevant information and 
services to mobile users. Today users have no way of controlling and providing 
necessary information that can improve the quality of services they receive. 
Personalisation by the use of personal and contextual information is what we propose 
to improve the situation and open up for new possibilities for users and service 
providers. 

When mobile personalisation is successful, it can lead to several positive effects. 
Service providers can personalise services according to user needs and interests to 
reach the right customers, and users can receive services and information that actually 
is relevant. An effect of relevant services and information can be a wish to be loyal to 
the provider (lock-on). On the opposite we have lock-in, which can be characterised 
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as a situation where the effort of changing provider exceeds the advantages of the 
change of provider. Sharing of information between users and providers can lead to 
an increase of trust when the information leads to delivery of relevant services for the 
user.  

Personas and scenarios have worked well in the process of visualising the 
personalisation process, and the use of the actual profile information. In addition to 
understanding the steps in the process, the personas and scenarios have been useful in 
the modelling of the profile. The information in the profile is an important factor 
when the personalisation is to rank different alternatives available and for exchanging 
personal information, for example when joining a new social community. From the 
simple scenario presented here we see the benefits the father achieves by having 
shared his profile information. He receives a list of relevant strawberry jams 
available, and can by himself make a choice of which one to buy. 

In addition to physical concepts, it is necessary to also include abstract concepts 
that need to be modelled in a logical way. Therefore, building a personal profile was 
challenging. Several solutions of modelling a profile are possible. Since many 
different types of information about a person can be included, we have used personas 
and scenarios to limit the scope. The profile has been created to cover the areas of 
developed personas and scenarios. For the creation of the profile, the parts related to 
food and food products have been the easiest to model as they are physical concepts. 
Since many of the personal information relations are so similar in many areas, they 
were also ok to model, especially since we only included the most basic information. 
It was challenging to represent what we have termed stable and temporary interests, 
and decide how they were to be related to the actual food product so that relevance 
could be computed. Logical class names and names of relations are more troublesome 
to define, and at the same time one has to comply with the ontology language and 
tool. Several iterations have been necessary. 

The ontology in OWL DL is used in a prototype which uses OWL API [21] and the 
reasoner Pellet [22] for inference, where the information in the ontology is used in the 
personalisation process. The overall goal is to show that successful personalisation 
can be enabled where the user is provided with relevant services that are targeted 
particularly for him that is suitable in the situation the user is in. We believe this can 
be achieved by the combination of personal and contextual information. The 
developed scenarios will be used for the evaluation of the personalisation proposed 
and its success. The implementation will be evaluated according to developed 
personas and scenarios. In addition, the personalisation concepts will be tested using 
mock-ups with test people through the RECORD Living Lab [23]. 

For future use, it can be feasible to combine manual maintenance of the personal 
profile with automatic building and adaption of profile information (e.g. through 
analysis of what a person or family actually buys, or through opinion mining finding 
identifying products with a lot of positive or negative mentionings). When other 
people’s opinions are to be considered, the opinions of like-minded people should be 
more valued than general opinions, and such are typically to find in communities with 
similarly disposed persons. 
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Abstract.  In this paper, we expose a set of initial ideas related to an innovative 

way of structuring and organizing personal information. Indeed, users have to 

deal with a huge amount of information either coming from social connections, 

collected on the Web or generated by them. This phenomenon leads to new 

research challenges. In particular, how to structure, organize, and classify this 

personal information in order to better manage the user’s digital memory? In 

this position paper, we present the concepts of activities and intentions as 

means for the user to structure efficiently all his past information, but also help 

him in the future, for example by suggesting relevant events, anticipating his 

information needs or providing opportunities to satisfy latent desires. 

Keywords: personal information management, digital memory, timeline, 

activities, intentions, information container, anticipation of information needs 

1   Introduction 

Nowadays, due to the increasing development of communication technologies, social 

media, massive content production or diversification of knowledge sources, users tend 

to be overwhelmed with a huge volume of personal information such as emails, 

photos, e-books, blogs, social feeds, or various documents. These data are either 

created by them (e.g. through lifestream aggregators such as FriendFeed1, 

Lifestrea.ms2, etc.) or by others (e.g. through social services such as Twitter, 

Facebook). All this information are from near or far sighted centered on the user life - 

social exchanges, information gathered on the web, etc. and constitute what we call 

the user’s digital memory.  

However, today this information is only captured, stored, but not very-well 

organized from users’ point of view and thus is not used as much as it could be. This 

phenomenon induces the following research challenges. First, how to keep track of 

important events? Which semantic structure would allow users to find the right 

information when needed and organize their digital memory properly? A second 

                                                           
1 http://friendfeed.com/ 
2 http://lifestrea.ms 
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challenge deals with the anticipation of information needs: we believe that a user-

centric semantic organization of the digital memory may help the user in his current 

or future information needs. 

Thus, we present some initial ideas towards a new way of indexing and structuring 

users’ digital memories. Section 2 gives an overview of existing models and solutions 

for managing personal information. Section 3 introduces the notion of activity as a 

key concept to structure personal memory. Section 4 gives some clues on how to go 

beyond this first layer, by enriching this semantic structure with an additional meta-

layer of information organization, based on the notion of intention. Section 5 

illustrates how this intention-based personal information management model can be 

instantiated for improving content filtering and opportunistic recommendations. 

2   Related art 

The problem of organizing and structuring personal information is not new. This 

field has already been studied in the domain of personal information management, 

and several paradigms of document organization have been identified. Temporal 

paradigms organize documents according to a time line. This is the way how life 

streams3 [4] are usually presented to the user. Life logs projects such as Microsoft 

MyLifeBits [6] aim at storing in a database a massive set of every activity and 

relationship a person engages in (books, music, photos, video, office documents, 

email, phone calls, meeting, web pages, etc.) and structure them according to two 

axes: time and life (personal vs. professional). However, according to Gemmel, “the 

collection is so large that the user cannot remember much of the contents, and will 

never use them.” Some solutions use a spatial representation, such as in Data 

Mountain [3], a logical paradigm, based on keyword or content assignment, such as in 

Haystack [8], or a combination of dimensions such as TimeScape [10]. Search 

engines such as Google Desktop4 are an alternative to structured information, but in 

the case of digital memory, they do not rely on an index with the right granularity 

from the user’s point of view. Other approaches propose manual ways of structuring 

information. For example, Pearltrees5  proposes to users a way to keep content they 

find everyday on the web and to let them structure their information through trees.  

Finally, some research has been carried out in the perspective of anticipating 

information needs. Thus PackHunter [5] is a collaborative tool to share with a group 

of users web trails, which allow jumping to pages visited by others, etc. 

However existing work are limited to an organization through a structure (e.g. 

timeline, hierarchical) with limited semantics which does not correspond effectively 

to the way users behave. So, there is a need to better structure this digital memory to 

make it useful and usable to the user. In this paper, we propose a solution using 

episodic memory [12] with two different layers: activities of the user and his 

intentions. We detail these concepts in the following sections. 

                                                           
3 Cf. http://www.readwriteweb.com/archives/35_lifestreamin_apps.php for examples  
4 http://desktop.google.com 
5 http://www.pearltrees.com 
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3   Activity-based personal information management 

In the human memory process, two main steps are fundamental: the acquisition 

(retention) and recall. Tulving in [12] showed that episodic memory, which receives 

and stores information about temporally-dated episodes and spatio-temporal relations 

among them, is a faithful record of a person’s experience. Recalling a piece of 

information is easier when the user can remind himself in time and space. Besides, 

according to a recent study [1], users tend to think about and classify their personal 

information in terms of activities more than they do in terms of information type or 

just time. The positioning of information in a three dimension space (time, place and 

people) is already envisioned as a de facto standard to structure life logs [2]. 

Activities are adding to the event notion a semantic context, which defines another 

essential dimension for representing the user’s daily life. Therefore, they may 

constitute a good paradigm to manage digital memory.  

Thus, we can think of organizing user activities in a temporal way through a 

timeline of activities. This organization shows how activities can also address 

different research areas in the domain of multimedia content consumption according 

to their position in the timeline.  

future past 
Present 

User timeline 

Information indexation, 
information filtering 

Information retrieval, anticipation 
of user information needs 

Capture user activity 

 

Figure 1. Usage of the activity concept in the user timeline 

As presented in Fig. 1, the “present” part of the timeline consists in capturing the 

current user activity. Capturing user activity is a research area in itself, where 

different related work [13] could be used. The “past” side of the timeline enables to 

index content and people and keep track of user memory. Past activities are reference 

marks (i.e. episodes) for people to find information and content, and a support for 

social information sharing even after their end. 

More formally, we define an activity as a personal activity (digital or not) or as a 

user’s perception of a given social activity or event. Based on this definition examples 

of activity can be: reading a book and making notes and comments, or meeting 

someone in a conference and exchanging information, collecting multimedia content 

related to a user activity. An activity is composed of the following main properties: 

- A set of content that the user has generated, consumed or bookmarked in the 

context of the activity. A consumed content can be any type of multimedia 

content or web bookmarks. A user generated content can be an important piece 

of information written about the user activity (document, comments and 

annotations, notes) or any interaction captured during the activity (phone call, 

IM, email, chat, or interactions through social media applications). 

- A semantic context is inferred from the set of content. It is a key enabler for the 

awareness of the activity community, and for further information classification.  

- A social context of the activity is the list of people that are sharing this activity 

(implicitly people around the user), or people following this activity (explicitly 
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defined by the user or gathered from interaction traces related to the activity 

semantic context).  

- A spatio-temporal context of the activity. Time and place are the two dimensions 

that can be used to identify typical user contexts such as “at home”, “at work”, 

“on the move” or simply to position the activity in space and time for a better 

user recall.  

- A status. An activity can have three distinct statuses: ended, ongoing and in 

mind. The ended status means that the activity belongs to the past and that it can 

be used as a piece of memory. An ongoing activity constitutes a recipient for new 

incoming information. An in mind activity is not yet started; this is used to 

describe latent activities that may be recommended in the future to the user. 

The role of the activity is twofold: (1) a working space environment where all 

pieces of information (documents, emails, bookmarks, etc.) and pertinent contacts are 

gathered within a same structure, becoming a relevant index (on people and content) 

for structuring the user digital memory, and (2) a representation of the social 

environment of an activity, helping people to share information in a controlled way 

and to get information from their social networks around this activity. 

4   Intention-based personal information management 

The management of personal information through the notion of activity provides 

already a first organization layer. However, it does not consider interdependencies 

between activities. So, we propose to extend this semantic structure with the concept 

of information container as a semantic entity that encapsulates a set of coherent 

activities that are correlated according to the different activity dimensions. Ultimately, 

the observation of correlated activities may denote user’s intentions in time and space, 

that describe what the user wishes to achieve at a high and pragmatic level [9].  

 

Figure 2. Notions of information container and intentions 

 The “past activities” of the user (Fig. 1) are structured through an additional layer, 

an information container (Fig. 2). The latter is composed of a set of activities and one 

or several properties describing the nature of the correlations between activities: 

− A content link reflects the shared semantic context between all the activities; 

− A social link contains the common contacts or social context (family, colleagues, 

etc.) between the activities; 

− A logical link indicates how an activity relates to others. Possible links are 

causality (an activity is the follow-up of another one), temporality (an activity is 

the repetition of another one), etc. 
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Based on the analysis of these semantic links an intentional link can be inferred 

between the activities present in a given information container. An intention can be 

seen as the high level “glue” between several activities and describes the set of 

activities as a whole unit as in [11]. Contrary to previous works such as [14], we do 

not express an intention by a formal plan; nevertheless at a high level, it may be 

described thanks to an action verb, a complement and an intensity reflecting its 

certainty or feasibility. 

In addition to its structuring role of past activities, the information container can be 

seen as an active recipient, in charge of helping the user towards the “future” side of 

the timeline (Fig. 1). Indeed, intentions act as a guideline that leads the user 

involvement through various activities. Thus, the knowledge of existing intentions 

can be used to recommend information associated to activities belonging to the 

container or which are completely new for the user. Additional exploitations of 

intentions can be envisaged through some forms of collaborative mechanisms for 

different purposes, for example: 1) to enrich / suggest activities to a user based on the 

detection of a common activity pattern with other users – this may help the user to 

find faster what he needs; and 2) to build a dynamic social network around people 

having a common intention, in order e.g. to help them to realize it jointly [7]. 

Moreover, an information container is not static, it may grow by acting as a kind of 

agent that enriches the information it contains with coherent new elements coming 

from specified information streams (email, IM, RSS feeds, notifications etc.). 

The iPIM ontology (Fig. 3) describes more formally the concepts described above. 

 

Figure 3. Overview of the iPIM ontology 

This vision raises many research questions: 

− Construction of information containers: how to correlate activities to build those 

information containers? When a new activity appears, to which information 
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containers should it belong to? Is it just a clustering problem? How are we able to 

modify the information containers if we detect an anomaly? 

− Identification of intentions: detection of a precise user intention may be difficult. A 

possible solution is to use a learning model, where the user at the beginning 

explicitly describes the intention associated to an information container. After a 

while, the model could suggest the user relevant action verbs and extract 

knowledge from social and/or content links as complements. Another possibility 

would be to use a collaborative model which compares information containers of 

one user to the ones of other users to suggest possible intention labels.  

− Monitoring of intentions: how to infer the progress with respect to an intention or 

an information container? 

− Usage and acceptance – how to capture or confirm user activities (what is the part 

of automation and manual declaration) and present information containers to users?  

5  Exploitation of iPIM to improve recommendations  

In this section, we express through a scenario how the semantic structure 

described above can be used, in particular as a way to go beyond classical 

recommendation systems. Fig. 4 summarizes the different user’s activities that occur 

during the scenario. This scenario shows how a system can monitor in real-time 

different  user’s activities, such as watching a documentary, browsing the web, 

meeting friends, etc. and  the nature of the resulting intentions over the time. 

ACTIVITIESACTIVITIES

INTENTIONSINTENTIONS

Container creation with 
a semantic link: 

Cambodia

Detection of possible intentions : 
“go to Cambodia” (20%)                
“news about Cambodia” (50%)      
“write a report on Khmer art” (30%)

+ context “near 
bookshop”

Opportunistic 
recommendation of 
activity: “go to 
bookshop”

Intention confirmed

New event generates 
possible new intentions

Watch 
documentary

about 
Cambodia

Browse web
about Khmer 

art

Browse web
about Khmer 
art and hotels 
near Angkor

Buy book
about 
Angkor

+ context
“meet friend”

Collect 
info/advises 
from friend
about Asia: 
roadbook, 

pictures, etc

“go on holidays to Cambodia”

“write a report on Khmer art” X

Organize travel

Holidays in Cambodia

“be informed about Cambodia”

recommendati
on of activity:
Proposition of 
new services 
(hotel, plane)

“top news about Cambodia” X

Look for a 
fridge

“know lore about Angkor”

ACTIVITIESACTIVITIES

INTENTIONSINTENTIONS

Container creation with 
a semantic link: 

Cambodia

Detection of possible intentions : 
“go to Cambodia” (20%)                
“news about Cambodia” (50%)      
“write a report on Khmer art” (30%)

+ context “near 
bookshop”

Opportunistic 
recommendation of 
activity: “go to 
bookshop”

Intention confirmed

New event generates 
possible new intentions

Watch 
documentary

about 
Cambodia

Browse web
about Khmer 

art

Browse web
about Khmer 
art and hotels 
near Angkor

Buy book
about 
Angkor

+ context
“meet friend”

Collect 
info/advises 
from friend
about Asia: 
roadbook, 

pictures, etc

“go on holidays to Cambodia”

“write a report on Khmer art” X

Organize travel

Holidays in Cambodia

“be informed about Cambodia”

recommendati
on of activity:
Proposition of 
new services 
(hotel, plane)

“top news about Cambodia” X

Look for a 
fridge

“know lore about Angkor”

Figure 4. Illustrative scenario 

The scenario can be decomposed through three main axes: 

− Activity indexing: from the user timeline several activities are detected and then 

indexed by the system based on their contexts (e.g. for the activity “watch a 
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documentary” the semantic context is a documentary reference and its status is 

equal to ended). 

− Building of information containers: in the scenario the construction of the 

information container is quite easy as most of the activities share at least the same 

content link related to Cambodia (except the “search of a new fridge”). By 

correlating more precisely the existing activities with past activities from other 

users (based on a collaborative approach) a logical link can also be inferred from 

the same information container (e.g. travel booking).  

− Intention detection: within the Cambodia information container several user’s 

intentions may be inferred based on the underlying information container links. For 

each intention the system tries to formalize its meaning (e.g. verb + complement 

form). In addition to the previous treatment a certainty degree is computed 

reflecting the current intention relevance according to several parameters (context, 

activities, etc). While new activities appear, the potential intentions are refined or 

simply removed from their information container. Thus, in Fig. 4, at the beginning 

three intentions were inferred, and at the end only one seems to be relevant: “go on 

holidays to Cambodia”. Nevertheless first inferences are already useful for 

proposing relevant content or services – especially in an opportunistic way, where 

the user may not have thought about himself (e.g. meet a friend). Another 

interesting property of an information container is that even if an intention is ended 

(e.g. the holidays are now finished) it is still open to new activities; thus new 

intentions can emerged (e.g. know more about Angkor). 

6   Conclusions and perspectives  

In this paper we presented initial steps towards a new paradigm for structuring and 

organizing personal information. We believe that the concept of intention provides a 

relevant conceptual framework to anticipate user information needs, and opens the 

way to new service opportunities for context-aware multimedia content access and 

delivery. However we still need to understand if semantic and social contexts are 

appropriate indicators of relationships between activities to deduce user intentions.  

This can be learnt through a diary study, and further with experimentations on real 

captured activities. This new way of managing personal information may have a real 

social impact, e.g. by providing opportunistic interaction with people driven by 

intentions. To go a step further in the social exploitation, we envisage the use of 

collaborative algorithms for better inferring intentions through the co-relation of 

activities.  

Besides, intentions could generate spontaneous social networks, i.e. communities 

of people sharing the same kind of intentions, which will ease social interactions, and 

help them collectively find the right path to fulfil it (joint realisation of an intention). 

A further perspective of this work could be the creation of communities of 

knowledge, based on people promoting their information container, and sharing with 

the community the solution they found. We could capitalize on this community of 

knowledge to identify similar patterns of activities to fulfil typical intentions, and 

propose appropriate compositions of services that can be seen as an intention-based 

service mash-up.  
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Abstract. Due to the ever growing amount of content in the Web of
Data, the retrieval of relevant information is challenging. Currently, effi-
cient resource recommendation methods are lacking, that could ease the
exploration of data in the Web of Data. To alleviate this situation, this
paper proposes the R3 resource recommendation framework for retrieval
of data in the Linked Open Data (LOD) cloud. It analyses relevant search
engines and interlinking frameworks and, based on that, proposes the R3
framework which is illustrated both in theoretical and practical details.
The framework enables the recommendation of (RDF) resources from
the LOD cloud based on textual, structural, or semantic similarity.

1 Introduction

The goal of Linking Open Data (LOD) community is to bootstrap the Seman-
tic Web (the “Web of Data”) by publishing and interconnecting datasets using
RDF[1]. The outcome of this movement is the so called LOD cloud which grew
to 13.1 billion triples and 142 million RDF links in the last two years and it is
still growing [2].
As within the traditional, document-centric Web, search and retrieval of infor-
mation is of utmost importance. Similarly, a big challenge for a specific end user
or application, operating on the Web of Data, is to find relevant data that serves
their specific needs. Despite the fact, that Linked Data browsers and search en-
gines are available to explore content in the LOD cloud, means to issue complex
queries by ordinary users or to recommend content in the cloud based on par-
ticular interests, are currently lacking. In case a user is searching for the city
of Berlin using a LOD search engine, he is able to retrieve resources with many
properties such as their names, descriptions, latitude, longitude, or density of
population. If she now would like to retrieve related resources such as a ranked
list of cities ordered by geographical distance and/or density of population or
resources with similar structure (like countries or provinces) ranked on the se-
mantic similarity of their textual description, she will fail with current search
engines. Similarly the recommendation of related resources could allow the user
to issue a “Query by Example” by defining some kind of a fake-resource and use
it as query base, which would be a novel form for searching the Web of Data.

In order to alleviate this situation, this paper investigates the state of the art
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in LOD search engines and interlinking frameworks (Section 2) and, based on
that, proposes the R3 resource recommendation framework that is capable of
recommending data from the LOD cloud based on the semantic, structural, or
textual similarity of given resources. The framework allows to query for related
things in the LOD cloud based on a given resource and is illustrated including its
requirements, conceptual architecture, and implementation aspects (Section 3).
Finally, details are given on how to further advance and implement the frame-
work (Section 4).

2 Resource Discovery and Interlinking in the LOD Cloud

There are some applications on the web, which allow the user to search or browse
the web of data. Supplementary to that there are so called Interlinking Frame-
works that can be used to check the resources of two or more different datasets
pairwise for similarity. Because of the analogies to our approach these frame-
works should also be considered in the following discussion.

2.1 Browsers and Search Engines

Sindice1, as described in [3], is a scalable index of the Semantic Web. It crawls
the Web for RDF Documents and Microformats and indexes resulting resource
URIs, Inverse Functional Properties (IFPs) and keywords. A human user can
access these documents through a simple user interface, based on indexes men-
tioned above.
Sigma2 is rather a semantic information mashup enabled by Sindice than a
self-contained semantic search service. Nevertheless it enriches a lot of its func-
tionalities with some nice additional features. It works as Web of Data browser
where the user can start from any entity (found by a fulltext search) and then
browse to the resulting page. The resources index is build out of from sites which
use RDF, RDFa or Microformats.
The Open Link Search3 will list entities with a user-defined text pattern occur-
ring in any literal property value or label. It also supports Entity URI lookup.
The Search can be redefined by filtering type, property value, etc.
It is also possible to execute SPARQL queries by using the SPARQL endpoint.
Some demo queries are predefined and can easily be altered via text input fields.
Falcons4 is described in [5] as a service for searching and browsing entities on the
Semantic Web. It is a keyword-based search engine for the Semantic Web URIs
and provides different query types for object, concept and document search.
Falcons also gives the facility of facetting over types by dynamically recommend-
ing ontologies. The recommendation is based on a combination of the TF-IDF
technique and the popularity of ontologies.

1 http://sindice.com/
2 http://sig.ma/
3 http://lod.openlinksw.com/
4 http://iws.seu.edu.cn/services/falcons/objectsearch/index.jsp
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Watson5 offers keyword based querying to obtain a URI-list of semantic doc-
uments in which the keywords appear as identifiers or in literals of classes, prop-
erties, and individual. Search options make it possible to restrict the search space
to particular types of entities (classes, properties or individuals) and to partic-
ular elements within the entities (e.g. local name, label, comment).
SWSE6 is a search engine for the RDF Web. Similar search engines currently
provided for the HTML Web it looks like a ordinary fulltext search. But the
information retrieval capabilities of SWSE are much more powerful because of
the inherent semantics of RDF and other Semantic Web languages.
Swoogle7 allows a user to search through ontologies, instance data, and terms
of the Semantic Web. Furthermore it supports browsing the Web of Data. This
search engine also uses an archive functionality to identify and provide different
versions of Semantic Web documents.

Like described above, each considered semantic search service provides a cer-
tain amount of functionalities. Some of them are part of two or more services,
others are exclusive to one certain engine. Though it is possible to search for
appearance of a given resource in some of them, neither it is possible to find re-
lated resources for a resource and its RDF triples nor to define on which triples
the relationship should be calculated on. Also the search engines do not consider
a semantic similarity of queries and content, which definitely could increase the
quality of result. But there are applications in the area of Semantic Web which
match some of these requirements in certain ways - the interlinking frameworks.

2.2 Interlinking frameworks

Interlinking frameworks for semantic web data try to detect related and link
resources in different datasets. In [8] several frameworks are compared to each
other concerning their functionalities, which brings us to the decision that the
Silk8 approach is rather related to our goals.
Silk[7] is a framework for detecting explicit RDF links between data items within
different data sources. Using the declarative Silk - Link Specification Language
(Silk-LSL), developers can specify which types of RDF links should be discovered
between data sources and, based on arbitrary metrics and aggregation functions,
which resources should be declared as related. Silk accesses the interlinking can-
didates via the SPARQL protocol.
The usage of different metrics and aggregation functions for different types of
properties can be adopted to our resource recommender. In addition we can
remodel Silk-LSL in some ways (e.g. alternative metrics) and use it as query
syntax. This language makes it also possible to define the appropriated data-
sources by query.

5 http://kmi-web05.open.ac.uk/WatsonWUI/
6 http://swse.deri.org/
7 http://swoogle.umbc.edu/
8 http://www4.wiwiss.fu-berlin.de/bizer/silk/spec/
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3 R3 - A Conceptual Overview

Our intent is to build a recommender service, which allows to query for related
resources from various (predefined) datasources based on a given resource. But
what is relatedness, what factors have an impact on it and how can we implement
such a recommender service? This is discussed in the following sections.

3.1 Requirements

In case of RDF resources there are various factors which define relatedness. On
the one hand the RDF structure itself (predicates and non-literal objects) reveals
something about how similar two resources are. On the other hand the literal
properties can be compared according to their types towards different metrics.
That can be simple ones like euclidean metric for numbers, or more complex like
semantic similarity of texts. A user should be able to specify the factors that
are used to find relevant related resources, and also its impact on the result. In
addition to that the whole recommendation process should be calculated in an
adequate time. So we can specify requirements below:

1. Recommend related resources from the LOD cloud based on a given RDF
resource.

2. Consider semantic similarity of texts and structural similarity of resources.
3. Offer a comparison mechanism for literals with adjustable metrics.
4. Allow user defined feature boost; that means a certain feature (e.g. property

x or structure) has a higher relevance on relatedness than others.
5. Return related resources ordered by relevance.

3.2 Conceptual Architecture

The concept to fulfill these requirements is illustrated in Figure 1. The data must
be fetched from the LOD cloud, combined and indexed; it should be queryable
via a specific search syntax. This process is described more precisely in this sec-
tion.

Data Consolidation

The service gets recommendable resources out of the Linked Data Cloud. Since
it should possible, to build a multi-source index, there must be a kind of ontology
alignment. Thus preprocessed data is stored directly into the index. The single
datasources must be reindexed in given time intervals.

Resource Recommender Index

A core index can provide lot of metrics like euclidean distance, date similarity,
string equality, etc. Semantic similarity which can be used to evaluate the se-
mantic distance of texts and RDF structures is more complex, therefore we need
a supplemental semantic index. Semantic textual indices (one for each defined
property) as well as the semantic structure index (one for the whole dataset) are
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Fig. 1: Design and workflow of R3

build out of the core index.

Resource Query

To get recommended resources based on a given one, the recommender provides
a query language, whereby the user can specify, which features should be in-
cluded in the calculation according to which metric. Furthermore the factor how
intensive a specific feature impacts the result and how the diverse values are
combined is configurable by query. To restrict the set of base resources the user
can define the included datasets. The searchresult is list of resources ranked by
relevance.

3.3 Implementation

Datasets, which build our resources base is taken out from the LOD cloud via
SPARQL. To map different resources from sources we use a simple mapping ta-
ble. Complex ontology matching strategies like in [9] are also possible.
Because of its high scalability, its fast query processing and the possibility to
use integrated functions and numerical as well as token-based comparison, we
decided to use SOLR9 as our index base. A lot of metrics like euclidean distance,
date similarity, string equality, etc. are provided by or can be directly integrated
into SOLR index. As described, for more complex metrics we need supplemental
semantic indices build out of the SOLR index.

Text-based Semantic Index

A potential semantic index can be a Semantic Vector Index. This approach bases
upon the Vector Space Model wherein every document is represented as a vec-
tor in an n-dimensional term space according to appearing terms. The Semantic

9 http://lucene.apache.org/solr/
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Vector Package10 is able to build such an Index (which can be queried for se-
mantic related documents) out of the basic Lucene Index.

Structure-based Semantic Index

The semantic vector index can also be used to index the semantic similarity of
RDF structures. Therefore not every word or text module is integrated in the
term model but the URI, RDF predicates and non-literal objects of a resource.
Figure 2 shows the semantic similarity of a subset of dbpedia resources. To illus-
trate this semantic space we build a structure distance matrix of this resources
and scaled it to two dimensions using classical multidimensional scaling (MDS)
offered by the R statistics software11. We highlighted resources of different types
which shows that related resources have a similar RDF structure.

Fig. 2: Evaluation of Structure Index

Query Language

As mentioned, the SILK Link Specification Language12 can be used as inspira-
tion for a query format that fulfills our query requirements and allows to specify
the basic resource (set of RDF triples or URI), the considered datasets (SPARQL
endpoints used from data consolidator), relevant features and its impact and the
applied metrics (taken from a fix set). Figure 3 shows an simple query example.

4 Further Work

In this paper we described the conceptual architecture of a resource recommen-
dation framework for the Semantic Web. Our future work includes the implemen-
tation of this concept and a practical evaluation with real datasets. In a further
step we plan to optimize the Semantic Vector package, which is used in one core

10 http://code.google.com/p/semanticvectors/
11 http://www.r-project.org/
12 http://www4.wiwiss.fu-berlin.de/bizer/silk/spec/#specification
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Fig. 3: Sample for a Recommander Query

component of the framework, to enhance its scalability and performance. The
resulting recommender will be integrated into the KiWi13 system.
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Abstract. The content of collaborative tagging systems (so-called folk-
sonomies) is generated, consumed, and annotated by the end users. Users
annotate and categorise their data using free-keywords, so-called tags.
Consequently, several linguistic problems come to the surface in folk-
sonomies such as; synonyms, polysemy, multilinguality, and others which
produce ambiguous and inconsistent classification of data. Therefore,
relevant results are not retrieved in the user’s query. In this paper, we
suggest a novel approach to enhance the “social vocabulary” presented
in folksonomies with the “controlled vocabulary” presented in Seman-
tic Web ontologies. Therefore, our proposed approach uses the online
WordNet lexical ontology in addition to the EuroWordNet multilingual
lexical resource. Our approach tries to employ the ontological relations
presented in WordNet in the folksonomy, it focuses on the problems of
synonyms, tag relations, and multilinguality.

Keywords: Social Web, Semantic Web, Collaborative Tagging System,
Folksonomy, Ontology, WordNet, EuroWordNet.

1 Introduction

By introducing Web 2.0 (Social Web), end-users became at the heart of Web
content generation and classification processes. In collaborative tagging systems
(folksonomies), users generate contents and they use free-text keywords, so-called
tags, to classify their contents. Therefore, users create metadata as well as data.
This new approach of data categorisation and metadata creation is simple, easy,
fast, low cost, and flexible compared to traditional metadata creation process
by professionals and authors. Furthermore, it dynamically reflects the emergent
vocabulary used among online social communities. Nevertheless, lack of seman-
tics among data in such communities represents a real challenge regarding the
information retrieval.

The ethos of Semantic Web vision is to represent the data in such a way that
computers can understand. Thus, Semantic Web ontologies offer an efficient re-
source of structured data that can be exploited by the Social Web. Together,
Social Web and Semantic Web can produce a harmonised duet.

Section 2 is devoted for the challenges of folksonomies. We demonstrate our
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approach in Section 3, followed by a discussion in Section 4. In Section 5, we
review some related work, and conclude in Section 6.

2 Challenges of Folksonomies

By analysing the current collaborative tagging systems, we can notice that the
main problems are ambiguity, inconsistency, and redundancy problems [1, 2, 3,
4]. This is normal since the collaborative tagging systems (by their nature) are
shared by many users. These users came from different backgrounds, cultures,
countries, domains, and tongues. The diversity of the users’ behaviours would
inevitably create inconsistent tags that would give ambiguous identification of
the tagged objects.

The ambiguity and inconsistency of the tags in folksonomies emerge mainly
because of linguistics reasons such as; word synonyms [1, 2, 3, 5, 6, 7], polysemy
(homonym) [1, 2, 5, 6, 7], different lexical forms [2, 5, 6, 7], alternative spellings
[2], misspelling errors [1, 2], and use of different languages [4, 8, 9]. When search-
ing the folksonomy, these problems cause irrelevant result to be retrieved, and
relevant results not to be retrieved. Our concern in this paper is the latter case.

3 Our Approach

As aforementioned, we focus in our approach on synonyms, multilinguality, and
initiating relations among tags in folksonomy based on the semantic relations
existing in the ontology. Since all these challenges are lexical ones, the best choice
is to use the lexical ontology WordNet. WordNet is a lexical ontology which has
set of synonym words, called synset, that defines a particular concept. It includes
a lot of lexical and semantic relations between words and synsets. It is restricted
to no specific domain and covers all common parts of speech; nouns, adjectives,
verbs and adverbs [10].

3.1 Synonyms

Usually, when a user is tagging, (s)he is not aware of all synonyms for the tags
(s)he uses. If the tagger is English, (s)he will use the word “lift” whilst the
American one will use the word “elevator” to describe the lifting device used
to move people from one floor to another in a building. Also, when we want to
express the beauty of something, we will use words (synonyms) like “beautiful”,
“pretty”, and maybe “gorgeous”. Always we miss some of the synonyms. In the
first example, if the tag that was used is “lift”, the future search will retrieve
nothing if we use the word “elevator” as a search keyword.

Our idea is to add “system tags” every time the user adds tags. The sys-
tem tags will be added automatically by the collaborative tagging system by
consulting the WordNet ontology, these tags are all the existing synonyms in
WordNet for the “user tags”. Figure 1 shows subset of the synonyms set that
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Fig. 1. Some Synonyms for The Word “Beautiful” Obtained from WordNet On-
tology.

can be added by WordNet ontology for the tag “beautiful”. When the user adds
the tag “beautiful”, the system will add all related synonyms from the WordNet.
Future search using any of the synonyms added by the system (system tags) will
be able to retrieve the tagged object. Thus, it ensures the retrieval of relevant
results.

3.2 Tags Relations

Imagine if a user tagged a resource as “poultry”. Poultry is indeed kind of meat
and it is expected to be retrieved when searching using the keyword “meat”
because it is relevant to the search keyword. Unfortunately, it will not be in
the result set since this word is not in the tags set for that resource. The same
problem is faced again; relevant results are not being retrieved due to lack of
semantics in the folksonomy.

The WordNet ontology has such a semantic relations among words. Figure 2
shows a part of the WordNet ontology. The system will add the synonyms of the
“poultry” (gallinacean, fowl). Also it will add the parent of that word (meat)
and its synonym (flesh) as system tags. Therefore, anyone who searches using
the keyword “meat” will retrieve the resource originally tagged with “poultry”.

3.3 Multilinguality

So far, the tagged resource is accessible and visible only if the search keywords
are English words. If a non-English speaker is searching using non-English key-
words, nothing will be retrieved. If an Italian is searching using the word “bello”
(it means: beautiful), the tagged resource in the previous example will seem as
irrelevant and thus will not be retrieved. As humans, we can see clearly that it
is relevant, but the machines do not.

As a solution for multilinguality problem, we will use the EuroWordNet. Eu-
roWordNet relates and unites WordNets in different European languages (Dutch,
Spanish, Italian, German, French, Czeck, and Estonian) in a single multilingual
lexical resource, and it links them to the English WordNet [11].
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Fig. 2. Part of WordNet for The Word “Poultry”.

We propose that EuroWordNet will find the equivalent words for the tag
“beautiful” in the abovementioned languages using so-called Inter-Lingual-Index
(ILI). These equivalent words (In addition to their synonyms and parent words
as aforementioned) will be added as system tags. This guarantees that future
searches by non-English speakers using their own languages will retrieve the rele-
vant resource even if these resources were tagged originally by only English tags,
and vice versa.

4 Discussion

The proposed approach requires replicating the WordNet and EuroWordNet
words and storing them in the folksonomy as system tags. This redundancy of
data is justified in the following paragraphs.

Alternatively, we can avoid adding system tags at tagging time by consulting
and deducing the relations from the lexical resources at search time. In the case
of synonyms in the previous example, when the user uses the keyword “pretty”
in the search, the system will send it to the WordNet. The WordNet will send
all the found synonyms to the folksonomy, and thus all objects that are tagged
by any of these synonyms will be retrieved (See Figure 1).

This communication between the folksonomy and the ontology and the search-
ing process inside the ontology itself is time consuming while the user is waiting
for a response. We have the choice either to save time or to save space. Time is
the critical factor in such a case.

Our proposal needs a software agent that is responsible of reflecting any
prospective future changes in the online lexical resources on the folksonomy to
keep the system tags in the folksonomy up-to-date.
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5 Related Work

Many researchers have tried to address the abovementioned challenges of folk-
sonomies using different approaches. One of these approaches was to use the
power of the Semantic Web in decreasing the ambiguity an inconsistency of
tags. If we have a glance at these attempts, we can see that there are still many
gaps to fill.

In [8], tags are filtered and normalised, then these tags will be adhered to
different domain ontologies’ concepts, and only the terms that appear in the on-
tologies will be selected. In this method they remove some users’ tags which re-
flect part of the users’ understanding of the tagged object. Moreover, the changes
in the users vocabulary will not be reflected in the semantic ontologies.

In [12], they correct the misspelled tags and group the similar tags together,
and then the tags are mapped to online ontologies. This method then replaces
some tags with corresponding concepts in the online ontologies. We argue that
the interference in users’ tags will conflict with the ethos of folksonomies (free-
keywords).

In [7], they developed their own folksonomy system using domain-specific
ontology and WordNet ontology. They detect the domain of the most popular
tags, and then they manually build an ontology for that domain. The problem
in this method is the necessity of building the domains ontologies, even worse;
the domain ontology should be built manually.

In [13], they used the WordNet concepts’ relations to show the user an addi-
tional panel on his browser’s interface. This extra visualisation displays related
tags organised according to a semantic criterion to facilitate navigation and
searching in the folksonomy. It is only visualisation nothing more and some tags
were not recognised in the lexicon.

In [14], they map the unstructured tags to more structured domain ontologies.
These ontologies are used for refining the queries to combine results of different
tag-based systems. This method uses an ontology-based navigation interface al-
lowing the user to retrieve more related results through graphical navigation of
the ontology concepts. This method can not deal with unmatched tags; which
are the tags that do not exist in the domain ontologies.

In [2], they use WordNet and Wikipedia to substitute semantic assertions for
the current tags. These assertions are not simple strings to describe a particu-
lar resource; each semantic assertion describes a specific property of a resource.
Therefore, the possibility of tagging using free words is absent which contradicts
the ethos of folksonomy.

In [15], they apply both syntactic and semantic techniques for connecting
tag to ontologies in order to get more semantics about the tag and provide tag
suggestions for the users. This method, in addition to offering suggestions to the
users, asks the users to give feedback about these suggestions. Hence, we argue
that it puts more effort on the users’ side to improve the quality of the tags
by changing the conventional way by which the users used to interact with the
folksonomy.
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6 Conclusion

Folksonomies lack semantics among users’ tags which causes relevant results not
to be retrieved. Semantic Web ontologies are considered a rich source for se-
mantic relations that, if exploited properly, will improve the searching process
in folksonomies. Our approach focused on addressing the problems of synonyms,
semantic relations among tags, and multilinguality. It is based on the idea of
adding system tags as complements to the user tags for a wider coverage of po-
tential future search keywords, therefore, more relevant results will be retrieved.

7 Future Work

In the future, this proposal will be implemented therefore more empirical results
will follow.

EuroWordNet is limited to only some European languages. Our approach is
extendable to other languages by using intermediate online dictionaries. These
dictionaries might be used to translate from one WordNet to another for lan-
guages that are not included in EuroWordNet (e.g. from English WordNet to
Arabic WordNet).

A unifying architecture for collaborative tagging systems is under construc-
tion. This architecture includes clustering techniques to address the problem of
shorthands usage in tagging. Such tags are written using special words that do
not belong to any language. Therefore, the best choice is to consult the social
networks to predict their meanings.
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Abstract: Traditional Newspapers have been struggling to find a new 

business model to economically survive in this new wave of digital social 

revolution.  This study uses ontology of a multi-gated model to suggest that 

program designers use different kinds of most popular news cues to satisfy 

diverse citizens’ needs. Different concepts of citizens are discussed 

theoretically in exploring how a social semantic perspective based on various 

meanings of news cues might help news users to participate or disseminate 

news stories by social media.  

Key Words: news cues, most popular news, gatekeeping, news attention 

1 Introduction

The trend of online news use is changing fast. According to the Pew Internet and 

American Life Project, people’s relationship to news is now becoming portable, 

personalized, and participatory [1]. In terms of being portable, 33% of cell phone 

owners now access news on their cell phones. From the personalized perspective, 

28% of Internet users have customized their home page to include news from 

sources and on topics that particularly interest them. As to the concept of a 

participatory Web: 37% of Internet users have contributed to the creation of news, 

commented about it, or disseminated it via postings on social media sites like 

Facebook or Twitter. More than 8 in 10 online news consumers get or share links in 

e-mails. Therefore, online users consume news aiming not only to convenient news 

use but also social participation.   

Nowadays, mainstream news media or portal news sites offer different most 

popular news lists to users for news selection. However, we rarely see mainstream 

news sites offer these different kinds of most popular news lists as applications to 

social or mobile media (See Table 1). It seems that managers of a news site don’t 

consider their most popular news cues as an ideal tool that can be applied to a social 

and participatory Web. News use is becoming a shared social experience as people 

swap links in e-mails, post news on their social networking site feeds, exchange 

news stories in their Tweets, or discuss threads for hot topics or events as the Pew 

Internet and American Life Project suggests. This paper theoretically discusses why 

designing different kinds of most popular news lists as applications for social media 

has important potential for online users’ various sharing purposes.  
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Table 1. An example of a list of most popular news, collected by Yahoo! News. (A 

similar list rarely presented as a live feed in social media such as Facebook.)

2 News Attention and Multi-gated News 

Exploring how different designs of news cues may affect online news consumption, 

scholars have proved online news users use different news cues to select news. 

Different designs of media salience cues [2,3,4,5,6,7,8] influence the roles of media 

as gatekeepers and agenda-setters. Study also shows that different kinds of most 

popular news, selected by people, contain different social meanings [9]. Applying a 

multi-gated model, the author explores meanings of various gated news by defining 

citizens who have different patterns of news selection. This research provides a 

theoretical argument to discuss the possibility that different kinds of most popular 

news cues are potentially personal or social tools for users’ news attention[10]. 

Scholars commonly use technology, market, and democratic theories to explain 

the process of news gatekeeping for new media. Bennett uses a multi-gated model 

to demonstrate how the economy, journalism, technology, politics, and publics 

shape news content[11]. Bennett’s model offers four dimensions—reporter-driven, 

organization-driven, market-driven, and technology-driven—to define who uses 

news, what is news, and what roles news media play. In this study, the author 

adjusts Bennett’s model and further develops four types of gated-news by 

identifying the concepts of public, journalistic roles, gatekeeping norms, and online 

users’ decision basis for news selection (See Fig. 1). 
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Fig.1. A Multi-gated model explains how four kinds of gated news cues compete for online 

users’ news attention. !!!

(Note: Two black arrows represent the competition of four kinds of gated news cues on 

people’s news attention.) 

!

In Bennett’s model, from a reporter/organization-driven dimension, the concept of 

citizens is engaged citizens and social monitors who are concerned about public 

interest. In addition, he describes the journalistic role of this dimension as a 

watchdog and record keeper and news is defined by journalists, officials, and 

established interests. People usually follow top news selected by editors are 

regarded as informed citizens. 

From the market-driven dimension, the concept of citizens is entertainment 

audiences that are concerned about consumer content. From this perspective, 

Bennett considers the journalistic role as a content provider, and the decision basis 

of news media is profits and the audience’s demographics. Because the norm of 
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news definition is “plausibility”—whether it makes a good story if plausible, its 

information gathering process turns news into infotainment as the media focus on 

market formulas. According to the market-driven dimension, most viewed stories 

can be treated as market-gated news.  

From the technology-driven dimension, Bennett describes the journalistic role as 

a transmitter, sending news content to the audience. The concept of citizens is 

interactive citizens who interact with news content by sending information to others. 

Two types of interactive citizens are further identified in this study—private citizens 

(online users who e-mail stories to others) or active citizens (online users who 

recommend stories or write blogs and add a story link to a blog). E-mailing news to 

people they know, private citizens pay attention to information or issues related to 

their private life or individual rights. In contrast, online users as active citizens pay 

attention to public affairs and interact with others by recommending stories or 

writing blogs. Therefore, private-citizen-gated (most e-mailed) news should be 

related to individual issues or matters about private life; in contrast, news 

characteristics of active-citizens who recommend news or blog news and put news 

links to their blogs should pay attention to public affairs or public issues. 

3  News Characteristics and Multi-gated News Cues 

The four kinds of online users in this model are defined as “informed citizens,” 

“consumers,”  “interactive private citizens” or “the interactive issue public.” Study 

shows that these four kinds of gated news have distinctive news characteristics [9]. 

Therefore, developing the ontology of this multi-gated model helps explain how 

different kinds of most popular news attract citizens’ news attention. For those who 

read media-gated news (media top stories), the public acts as “informed citizens” 

and is more likely to follow hard news. The rationale is that the reporter and news 

organizational dimensions reflect how news media fulfill their social responsibilities 

by focusing on presenting news about what people need to know such as hard news 

and issue stories. For those who read market-gated news (most viewed news), the 

public acts as “consumers” and is more likely to choose soft news or sensational 

news. If news media adopt a business model, media will offer them what people 

want to know such as sensational news and soft news. From the technology-gated 

dimension (most e-mailed/recommended news), news media create interactive 

citizens that choose to interact or share news content with other and are more likely 

to choose hard news, issue stories or soft news that is useful to individual citizens.                     

According to Burnett’s model and the concepts of characteristics of four kinds of 

gated news, characteristics become good factors in analyzing the content of most 

popular news because news characteristics reflect online users’ uses and 

gratifications. In addition, news cues of media-gated news, market-gated news, and 

private-citizen-gated news are significant group factors in testing and explaining 

online users’ news attention [12] (See Table 2). From Figure 1 and Table 2, we can 

infer possible interactions between various concepts of citizens based on news cues 

and that suggests a semantic Web design, if reflecting objects’ relations among 

specific actors and agents, might possibly push group or public dynamics.  
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Table 2. Spearman Partial Correlations between News Cues and News Popularity1

a
Partial rank order correlations were controlled by news characteristic.  

b
Partial rank order correlations were controlled by news characteristic and aggregated 

editors’ news cues.  

*p<.05, **p<.01 (two-tailed tests).  An empty cell means no tests conducted for it. 

4  Applying Gated News Cues as Attention-setting Factors for a Social 

and Sharing Web 

Based on the results discussed above, this paper theoretically draws two trends of 

news consumption (See Figure 2): First, most popular news characteristics and news 

cues imply different purposes for users’ news selection. Second, news editors can 

apply different news cues to social media to broaden news use as social sharing tools 

to serve the various concepts for citizens. A potential development of a social 

semantic Web might answer the question—what are social consequences of 

interactions invoked by the connection of various concepts of citizens together? 

Related tests are still in progress by connecting online public forums and issues with 

various kinds of citizens, defined by news cues that are set and presented by social 

media.  

5  Discussion

                                                          
1 News content and most popular news rankings were downloaded from news sites four times a 

day for the two weeks of November 15 through November 28, 2006. The download times 

were 8 a.m., 12 p.m., 6 p.m., and 10 p.m. that represent morning news, news at noon, 

evening news and nightly news. This download plan is designed to reach online users with 

various surfing schedules. There are 3,341 stories in total analyzed in this study. Please see 

the methodology in detail in Exploring the Potential of Most Popular News Cues as a Web 

3.0 Interactive Tool and Its Public Nature  [12]. 

 Rank Scores  
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It is important to discuss a social semantic Web from an interdisciplinary perspective 

because semantics of Web influences how citizens see themselves as consumers, issue 

publics, or private citizens. From a communicative perspective, program designers 

become more important because they influence how citizens select news based on 

news cues they design for Web sites. This paper suggests more scholarly  cooperation 

in the fields of computer science and social science to explore how a semantic Web, 

designed as most popular news cues, has important implications for public and social 

consequences.  

                        Live Feed                  Live Feed                   Live Feed 

Fig. 2. Four kinds of gated news cues applied to attract social media users’ attention based on 

what kinds of citizens they are.  
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Social consequences: Citizens are enhanced as consumers, private citizens 

or issue public after following various kinds of most popular news cues. 

What are social consequences of interactions invoked by the connection of 

various concepts of citizens together?  
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