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ABSTRACT 

The elements that can be considered under the notion of context in a 

recommender system are manifold: user tasks/goals, recently 

browsed/rated items, computing platforms and network conditions, 

social environment, physical environment and location, time, exter-

nal events, etc. Complementarily to these elements, we propose a 

particular notion of context for semantic content retrieval: that of 

semantic runtime context, which we define as the background topics 

under which activities of a user occur within a given unit of time. A 

runtime context is represented in our approach as a set of weighted 

concepts from domain ontologies, obtained by collecting the con-

cepts that have been involved in user’s actions (e.g., accessed items) 

during a session. Once the context is built, a contextual activation of 

user preferences is achieved by finding semantic paths linking 

preferences to context. In this paper, we present a user-centred study 

of our context-aware recommendation model using a news recom-

mender system called News@hand. We analyse the strengths and 

weaknesses of our approach, and discuss the importance of contex-

tualisation in a news recommendation scenario. 

Categories and Subject Descriptors 

H.3.3 [Information Storage and Retrieval]: Information Search 

and Retrieval – information retrieval, retrieval models. I.2.4 

[Artificial Intelligence]: Knowledge Representation and Methods 

– semantic networks. 

General Terms. Algorithms, Experimentation, Human Factors. 

Keywords. Recommender systems, context modelling, ontology. 

1. INTRODUCTION 
With the advent of the Web, people nowadays not only have 

access to more worldwide news information than ever before, but 

can also obtain it in a more timely manner. Online newspapers 

present breaking news on their websites in real time, and users can 

receive automatic notifications about them via RSS feeds. Even 

with such facilities, further issues remain nonetheless to be ad-

dressed. The increasing volume, growth rate, ubiquity of access, 

and the unstructured nature of content challenge the limits of 

human processing capabilities. 

It is in such scenario where recommender systems can do their 

most, by scanning the space of choices, and predicting the poten-

tial usefulness of news for each particular user, without explicitly 

specifying needs or querying for items whose existence is un-

known beforehand. However, general common problems have not 

been fully solved yet. For example, typical approaches are domain 

dependent. Their models are generated from information gathered 

within a specific domain, and cannot be easily extended and/or 

incorporated to other systems. Moreover, the need for further 

flexibility in the form of query-driven recommendations, and the 

consideration of contextual features during the recommendation 

processes are also unfulfilled requirements in most systems [1]. 

In this paper, we focus on the contextualisation of item recom-

mendations. Specifically, we particularly define context as the 

background topics under which activities of a user occur within a 

given unit of time. Describing user preferences and item contents 

in terms of semantic concepts that belong to a number of domain 

ontologies, a runtime context is represented in our approach as a 

set of weighted concepts from such ontologies. This set is ob-

tained by collecting the concepts that have been involved in the 

interaction of the user (e.g., accessed items) during a session. 

Once the context is built, a contextual activation of user prefer-

ences is achieved by finding semantic paths linking preferences to 

context. The perceived effect of contextualisation is that user 

interests that are out of focus, under a given context, are disre-

garded, and those that are in the semantic scope of the ongoing 

user activity are more considered for recommendation. 

This context-aware recommendation model is integrated and 

evaluated in News@hand [6], a news recommender system. The 

results obtained from a preliminarily user-centred study show that 

semantic contextualisation improves the accuracy of personalised 

news recommendations, as well as increases the users’ satisfaction 

on the news item suggestions. 

The rest of the paper is organised as follows. Section 2 describes 

News@hand. Section 3 explains our semantic contextualisation 

approach, and Section 4 presents the conducted experiments. 

Finally, Section 5 gives some conclusions and future work lines. 

2. NEWS@HAND SYSTEM 
News@hand is a news recommender system that uses semantic 

technologies to provide several types of recommendations: driven 

by a concept-based query [8], personalised to a single user’s 

profile [13], oriented to the interests shared by a group of users 

[7], combining content-based and collaborative recommendation 

techniques [5], and finally, considering the current topic context 

of the session. 

Figure 1 shows a typical news recommendation page in 

News@hand. News items are classified into eight different sec-

tions: headlines, world, business, technology, science, health, 

sports, and entertainment. When the user is not logged in the 

system, he can browse any of the previous sections, but the items 

are listed without any personalised criterion. When the user is 

logged in, recommendation and user profile editing are enabled, 

and the user can browse the news according to his and others’ 

preferences in different ways. 



At the centre of the screen, for each news item, apart from its title, 

source, date, summary, image and link to the full article, addi-

tional information is shown. Those terms appearing in the item 

that are associated to semantic annotations of the contents, the 

user profile, and the current context are highlighted with different 

colours. Its global collaborative rating (a linear combination of the 

results obtained with a pure item-based collaborative filtering 

strategy, and a semantic multilayer hybrid recommendation tech-

nique [5]) is shown in a five-star scale, and two coloured bars 

indicate the relevance of the news item for the semantic user 

profile and the current user context, separately. 

On the left side of the screen, the user can set the input parameters 

he wants for single or group-oriented recommendations: the con-

sideration of preferences of the user, the user’s contacts, or all the 

users; the degree (weight) of relevance that the concepts of the 

semantic user profile and context should have in the recommenda-

tion algorithms; and multi-criteria conditions to be fulfilled by the 
user evaluations of the news articles to retrieve. 

 

Figure 1. News@hand graphical user interface 

2.1 Knowledge representation 
Our recommendation approaches use a controlled and structured 

vocabulary to describe user preferences and news content. Work-

ing within an ontology-based personalisation framework [13], user 

preferences are represented as vectors �� = (��,�, … , ��,	), 

where the weight ��,� ∈ [−1,1] measures the intensity of the 

interest of user �� for concept �� ∈ O (a class or an instance) in a 

domain ontology O, � being the total number of concepts in the 

ontology. A positive weight indicates the user is interested in the 

concept, while a negative one reflects a user dislike. Similarly, items �� in the retrieval space are assumed to be described (annotated) by 

vectors �� = (��,�, … , ��,	) of concept weights ��,� ∈ [0,1] in the 

same vector-space as user preferences, measuring the relevance of 

the concepts in the items’ contents. Based on this common logical 

representation, measures of user interest for items can be computed 

by comparing preference and annotation vectors, and these meas-

ures can be used to prioritise, filter and rank contents. 

The main benefits of a concept-based user profile representation 

versus common keyword-based approaches are the following: 

• Semantic richness. Ontology concept-based preferences are 

more precise, and reduce the effect of the ambiguity caused by 

simple keyword terms. For instance, if a user states an interest 

for “java”, the system does not have further information to 

distinguish the programming language from the Pacific island. 

A preference stated as Island:Java (this is read as the in-

stance “Java” from the “Island” class) lets the system under-

stand unambiguously the preference of the user. 

• Hierarchical representation. Ontology concepts are repre-

sented in a hierarchical way, through different hierarchy proper-

ties, such as subClassOf, instanceOf or partOf. Parents, 

ancestors, children and descendants of a concept give valuable 

information about the semantics of the concept. For instance, 

the concept leisure might be highly enriched by the semantics 

of each leisure activity, which would be described by the taxon-

omy that the concept could subsume. 

• Inference. Ontology standards support inference mechanisms 

that can be used to enhance recommendation, so that, for in-

stance, a user interested in skiing, snowboarding and ice 

hockey can be inferred with a certain confidence to be glob-

ally interested in winter sports. Also, a user keen on USA can 

be assumed to like New York, through the locatedIn transi-

tive relation, assuming that this relation had been seen as rele-

vant for inferring previous user’s interests. 

2.2 User preference expansion 
To overcome sparsity in user profiles, we propose a semantic 

preference spreading mechanism which expands the initial set of 

preferences stored in user profiles through explicit semantic rela-

tions with other concepts in the ontology. 

The activation of user preferences is based on an approximation to 

conditional probabilities. Let ��,� ∈ [−1,1] be the preference 

(interest/dislike) of the user �� for the ontology concept �� ∈ O. 

The probability that �� ∈ O is relevant for the user can be ex-

pressed in terms of the probability that �� and each concept �� ∈ O directly related to �� in the ontology belong to the same 

topic, and the probability that �� is relevant for the user. A similar 

formulation could be given for non-relevant concepts. 

Let R be the set of all relations in O. The spreading strategy is 

based on weighting each semantic relation � ∈ R with a measure �(�, ��, ��) that represents the probability that given the fact that �(�� , ��) holds, �� and �� belong to the same topic. This is used 

for estimating the relevance of �� when �� is relevant for the user. 

With this measure, concepts are expanded through the relations of 

the ontology using a Constrained Spreading Activation (CSA) [9] 

mechanism over the semantic network defined by these relations. 

As a result, the initial set of concepts �� = {�� ∈ O|�� ≠ 0} is 

extended to a larger vector "��, which is computed as: 

"��[��] = #��[��] if ��[��] > 0
' ({"��[��] ∙ *+�,�(��)}-.∈O,/(-.,-0)1 otherwise 9 

where *+�,�(��) ∈ [0,1] is a propagation power assigned to each 

concept �� (1 by default), and 

'(:) = ; #(−1)|<|=� × ? @AA∈<
B ,

<⊂ℕE
 

having : = {@A}AFG� , @A ∈ [0,1]. For further details about the previ-

ous formula, the reader is referred to [9]. 

2.3 Personalised recommendation 
Assuming a semantic profile of user preferences has been ob-

tained, either automatically or manually, our notion of personal-

ised content retrieval is based on the definition of a matching 

algorithm that provides a personal relevance measure *�,H(��, ��) of an item �� for a user ��. This measure is set 



according to the semantic preferences �� of the user and the 

semantic annotations �� of the item, and is based on the cosine 

function for vector similarity computation:  

*�,H(��, ��) = cos(��, ��) = �� ∙ ��||��|| × ||��|| 
The formula matches two weighted-concept vectors and produces 

a value in [0,1]. Values close to 0 are obtained when the two 

vectors are dissimilar, and indicate that user preferences nega-

tively match the content metadata. On the other hand, values close 

to 1 indicate that user preferences significantly match the content 

metadata, which means a potential interest of the user for the item. 

Personalisation should combine long-term preferences, based on 

past usage history, with contextualised predictions based on cur-

rent user activities, as well as reactions to (implicit or explicit) 

user feedback to output. The incorporation of contextualised 

semantic preferences into the presented ontology-based personal-

ised recommendation model is indeed the purpose of the work 

presented in the next sections. 

3. SEMANTIC CONTEXT-AWARE REC-

OMMENDATION 
Context is a difficult notion to capture in a recommender system, 

and the elements that can be considered under the notion of con-

text are manifold: user tasks/goals, recently browsed/rated items, 

computing platforms and network conditions, social environment, 

physical environment and location, time, external events, etc. As 

representative examples, the reader is referred e.g. to [2], [4], [11],  

[12]. Complementarily to these, we propose a particular notion of 

context for semantic content retrieval: the semantic runtime con-

text, which we define as the background topics J�K  under which 

activities of a user � occur within a given unit of time L. A run-

time context is represented in our approach as a set of weighted 

concepts from a domain ontology O. This set is obtained by col-

lecting the concepts that have been involved in user’s actions 

(e.g., accessed items) during a session. Similarly to [10], the 

context is built in such a way that the importance of concepts �� ∈ O fades away with time (number of steps back when the 

concept occurred) by a decay factor M ∈ [0,1]: 
J�K [��] = M ⋅ J�KO�[��] + (1 − M) ⋅ QRS�K [��] 

where QRS�K ∈ [0,1]|O| is a vector whose components measure the 

degree in which the concepts �� are involved in the user’s request at 

time L. This vector can be defined in multiple ways, depending on 

the application: a query concept-vector (if a request is expressed in 

term of a concept-based search query), a concept vector containing 

the most relevant concepts in a document (if a request is a “view 

document” request), the average concept-vector corresponding to a 

set of items marked as relevant by the user (if a request is a rele-

vance feedback step), etc. The decay factor M establishes the number 

of action units in which a concept is considered as in the current 

semantic context, i.e., how fast a concept is “forgotten” by the 

system when recommendations have to be made. 

Once the context is built, a contextual activation of preferences is 

achieved by finding semantic paths linking preferences to context. 

These paths are made of existing relations between concepts in the 

ontology, following the CSA technique explained in Section 2.2. 

This process can be understood as finding an intersection between 

user preferences and the semantic context, where the final com-

puted weight of each concept represents the degree to which it 

belongs to each set (Figure 2). The perceived effect of contextu-

alisation is that user interests that are out of focus, under a given 

context, are disregarded, and those that are in the semantic scope 

of the ongoing user activity are considered for recommendation. 

 

Figure 2. Expansion and contextualisation of user preferences 

After the semantic user profile ��K  and context J�K  are propagated 

through the ontology relations, a combination of their expanded 

versions "��K  and T��K  is exploited for making context-aware 

personalised recommendations using the following expression: 

*�,HU(�, �) = V ⋅ *�,H(�, EP�) + (1 − V) ⋅ *�,H(�, EC�) 

                               = V ⋅ cos(�, "��) + (1 − V) ⋅ cos(�, "J�) 

where V ∈ [0,1] measures the strength of the personalisation 

component with respect to the current context. This parameter 

could be manually established by the user, or dynamically adapted 

by the system according to multiple factors, such as the current 

size of the context, the automatic detection of a change in the 

user’s search focus, etc. 

4. EXPERIMENTS 

4.1 Knowledge base 
In News@hand, ontologies are populated with semantic concepts 

associated to noun terms extracted from the news contents. These 

terms are categorised as common nouns (e.g., actor) and proper 

nouns (e.g., Brad Pitt). Common nouns are easily processable 

because their corresponding concepts can be found in English 

dictionaries like WordNet. Proper nouns may require a more com-

plex processing. In order to infer their concepts, general multi-

domain knowledge is needed. We propose to extract that informa-

tion from Wikipedia, a multilingual, open-access, free encyclo-

paedia on the Internet. Its articles describe a number of different 

types of entities: people, places, companies, etc., providing de-

scriptions, references, and even images about the described enti-

ties. In addition to the above elements, every Wikipedia article 

contains a set of categories that give an idea of the meaning of the 

associated concept. We have implemented an automatic mecha-

nism that creates ontology instances using, among other things, 

the Wikipedia categories of the terms [6]. The basic idea of our 

proposal is to match the categories of an entity with classes of the 

ontologies, and then link the entity with the matched ontology 

class that is most “similar” to the entity categories. 

A total of 17 ontologies have been used for the current version of 

the system. They are adaptations of the IPTC ontology [6], which 

contains concepts of multiple domains such as education, politics, 

religion, science, technology, business, health, entertainment, 

sports, weather, etc. A total of 137,254 Wikipedia entries were 

used to populate 744 ontology classes with 121,135 instances. 

4.2 Item annotations 
News@hand periodically retrieves news items from the websites of 

well-known media sources, such as BBC, CNN, The New York 

Times, and The Washington Post. These items are obtained via 

RSS, and contain information of published news articles: their title, 

summary of contents, publication date, hyperlinks to full texts and 

related images. The system analyses and annotates the textual in-

formation (title and summary) of the RSS feeds with concepts that 

exist in the domain ontologies and have been previously indexed. 



Using a set of NLP tools [3], an annotation module removes stop 

words, and extracts relevant (simple and compound) terms, cate-

gorised according to their Part of Speech: nouns, verbs, adjectives, 

etc. Then, nouns are morphologically compared with the names of 

the classes and instances of the domain ontologies. The compari-

sons are done using an ontology index, and according to fuzzy 

metrics based on the Levenshtein distance. For each term, if simi-

larities above a certain threshold are found, the most similar con-

cepts are chosen and added as annotations of the news items. 

After all the annotations are created, a TF-IDF technique com-

putes and assigns weights to them. For more details, see [6]. 

We have run our semantic annotation approach on a set of 9,698 

news items daily retrieved during two months. The ontological 

Knowledge Base (KB) from which we obtained the semantic 

concepts appearing in the annotations is the one explained in 

Section 4.1. A total of 66,378 annotations were created. 

4.3 Experimental setting 
We conducted an experiment to evaluate the precision of the 

personalised and context-aware recommendation functionalities 

available in News@hand, and to investigate the influence of each 

mechanism in the integrated system, measuring the precision of 

the recommendations when a combination of both models is used. 

The experiment was done with 16 subjects, recruited in our depart-

ment. They were graduate students and lecturers. The experiment 

consisted of two phases, each composed of two tasks. 

• In the first phase, only the personalisation module was active, 

and its tasks were different in having the semantic expansion 

enabled or disabled. 

• In the second phase, the contextualisation and semantic ex-

pansion functionalities were active. On its second task we also 

enabled the personalised recommendations. 

4.3.1 Search tasks 
A task was defined as finding out and evaluating those news items 

that were relevant to a given goal. Each goal was framed in a 

specific domain. We considered three domains: telecommunica-

tions, banking and social care issues. For each domain, a user 

profile and two search goals were manually defined (see below). 

Table 1 shows a summary of the involved tasks. 

Table 1. Summary of the performed search tasks 

Domain Section Query Task goal 

Telecom 

World Q1,1 pakistan Media: TV, radio, internet 

Entertainment Q1,2 music 
Software piracy, illegal downloads, 

file sharing 

Banking 
Business Q2,1 dollar Oil prices 

Headlines Q2,2 fraud Money losses 

Social 

care 

Science Q3,1 food Cloning 

Headlines Q3,2 internet 
Children, young people, child 

safety, child abuse 

To simplify the searching tasks, limiting the number of items to be 

evaluated by the subjects, they were defined for pre-established 

sections and queries. For example, the task goal of finding news 

items about software piracy, illegal downloads and file sharing, 

Q1,2, was reduced to evaluate those articles existing in Entertain-

ment section that were retrieved from the query “music”. The 

configuration and assignment of the tasks were uniformly set 

according to the following principles: 

• A user did not repeat a query during the experiment. 

• The domains were equally covered by each experiment phase. 

• A user had to manually define a user profile once in the ex-

periment. 

4.3.2 User profiles 
The user profile editor of News@hand allows the users to manu-

ally create and update their semantic preferences. An ontology 

browser lets explore the ontology hierarchies, easily search for 

concepts through on-line auto-complete widgets, and add selected 

concepts into the profile assigning weights to them 

As mentioned before, fixed user profiles were used for each do-

main. Some of them were common predefined profiles, and others 

were created by the users during the experiment using the profile 

editor. In addition, some tasks were done with user profiles con-

taining concepts belonging to all the three domains. Each domain 

was described with 6 semantic concepts, appearing in a significant 

number of item annotations. Note that each domain may be de-

scribed by concepts belonging to different ontologies, and may be 

covered with news items of different news sections. 

Analogously to the predefined user profiles, those manually created 

by the evaluators contained concepts of the above three domains. 

However, in this case, the evaluators were free to select their prefer-

ences from concepts available in the entire system KB. No restric-

tion was placed on the number, type (classes or instances) and 

ontology of the concepts. For instance, in Telecommunication do-

main, 55 preferences were declared using 30 different semantic 

concepts, producing an average of 3.4 preferences per user. On 

average, each profile contained 3.2 preferences of each domain. 

4.3.3 Evaluation protocol 
The objective of the two tasks performed in the first experiment 

phase was to assess the importance of activating the semantic 

expansion in our recommendation models. The following are the 

steps the users had to do in these tasks. 

1. Launch the query with the personalisation deactivated. 

2. Rate the top 15 news items. The allowed rating values were: 1 

if the item was not relevant to the task goal, 2 if the item was 

relevant to the task goal, and 3 if the item was relevant to the 

task goal and the user profile. These ratings are considered as 

our baseline case. 

3. Launch the query with the personalisation activated (and the 

semantic expansion enabled/disabled depending on the case). 

4. Rate the new top 15 items as explained in 2. If an item had 

previously been rated, rate it again with the same value. 

The objective of the two tasks performed in the second experi-

ment phase was to assess the quality of the results when the con-

textualisation functionality is activated and combined with per-

sonalisation. The steps done in this phase were: 

1. Launch the query with the contextualisation deactivated. 

2. Rate the top 15 news items as explained before, and evaluate 

as relevant (clicking the title) the first two items which were 

related to the task goal. Doing this the current semantic con-

text is updated. 

3. Launch the query with the contextualisation activated (se-

mantic expansion enabled, and personalisation en-

abled/disabled depending on the case). 

4. Rate again the top 15 items as explained in 2. If an item had 

previously been rated, rate it again with the same value. 



4.4 Results 

4.4.1 Analytical evaluation 
Once the two evaluation phases were finished, we computed the 

precision values for the top N = 5, 10, 15 news items as follows: 

Z@\ = #{relevant items in the top \ news items}\  

Figure 3 shows the average results for the 16 users, taking into 

account those items evaluated as relevant to the task goal, and also 

the user profile. 

 
Figure 3. Average precision values for the top 5, 10 and 15 

news items, taking into account those items evaluated as rele-

vant to the task goal and the user profile 

In both cases, the recommendation models outperformed the base-

line, especially for the 5 top items. The P@5 values increased from 

20% of the baseline case to almost 40% and 50% when contextu-

alisation and personalisation functionalities were enabled. The 

semantic expansion seemed to be an essential component within 

the recommendation processes. It provided an improvement of 

10% in the personalisation precision. Finally, the combination of 

personalised and context-aware recommendations (plus semantic 

expansion) gave the best results, achieving a P@5 value of 80%. 

4.4.2 User questionnaires 
Apart from the computation of the precision values, we also asked 

the evaluators to fill structured questionnaires about their news 

consumption preferences and habits, and to provide comments 

and suggestions about the system. The most remarkable feedback 

we obtained can be summarised in the following points: 

• The contextualisation of recommendations is a useful func-

tionality. The users noticed and positively assessed how items 

relevant to the current search goal move up to the top posi-

tions when the context-aware recommender was activated. 

• A disambiguation mechanism should be included within the 

annotation process. The users found out semantic annotations 

whose terms appeared in their profiles but having different 

meanings. This not only worsened the generated recommenda-

tions, but also the users’ evaluations. 

• A collaborative approach to enrich the semantic profiles may 

be beneficial. Several users declared some preferences assum-

ing that related ones (e.g., synonyms) were going to be implic-

itly taken into account. A mechanism to exploit co-

occurrences among preferences of different users could be 

useful to automatically add related concepts into the profiles. 

• The incorporation of a user preference recommender would be 

helpful. Despite the facilities offered by the ontology browser 

and the auto-complete concept search boxes of News@hand, 

several users missed the fact of having concept suggestions 

(e.g., in the form of “related preferences are…”) when they 

had to create their profiles. 

5. CONCLUSIONS AND FUTURE WORK 
We have presented and evaluated semantic personalisation and 

contextualisation models in a news recommender system. The 

personalised recommendations helped users to find relevant news 

articles, and a semantic expansion of user preferences eased the 

matching between user and item profiles, improving precision 

values for the top suggested items, and mitigating the cold-start and 

sparsity problems. The incorporation of contextualisation within the 

personalisation mechanism speeded up the discovery of items re-

lated to current search goals, and was highly appreciated by users. 

The experiments also provided us the opportunity of getting feed-

back from users about the system functionalities and outputs. 

Among other issues, they showed the need of incorporating a 

disambiguation step in the semantic annotation process, and ad-

dressing of the non-diversity problem, as very similar news items 

were presented closely. Moreover, they suggested additional im-

provements in the profile editor, such as the integration of a real-

time preference recommender taking into account concepts similar 

to the ones already introduced (synonyms, co-occurrences, etc.). 
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