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ABSTRACT 

Cellular Automata (CA) are a type of complex systems 
based on simple and uniformly interconnected cells. They 
provide an excellent method to perform complex 
computations in a simple way. CA can be used in image 
processing, because of the simplicity of mapping a digital 
image to a cellular automata and the ability of applying 
different image processing operations in real time. Noise 
removal is considered to be an important application of 
image processing; digital images can be corrupted by 
different types of noise during the image acquisition or 
transmission. In this paper we propose a CA model that 
deals with two types of noise: salt and pepper noise, and 
uniform noise. Our results show that the proposed model 
removes more noise, compared with previous models. 

1. INTRODUCTION 

1.1 Noise in Digital images 

Digital images may be corrupted by different types of 
noise during their acquisition or transmission. Some pixel 
values may be altered (become noisy pixels), while others 
remain unchanged. There are two common types of noise: 
uniform noise and salt and pepper noise.  

In uniform noise, the corrupted pixel may take any value 
from 0 to the maximum allowed value (we are assuming a 
gray scaled image). In salt and pepper noise, the corrupted 

pixel may take just one of two different values: black or 
white. 

In order to remove unwanted noise and enhance the image 
quality, the median filter has been used (Pitas et al., 1990; 

Astola et al., 1997; Gonzalez and Woods, 2008). The median 
filter is a nonlinear effective filter used in noise removal, 
whose main disadvantage is that it blurs fine details or 
destroys edges while filtering out the noise. To preserve 
details while noise is reduced, many researchers have 
proposed different ideas (Ko et al., 1991; Chen et al., 
1999; Eng et al.,2000). With the median filter, the 
intensities of the neighboring pixels are sorted and a 
median value is assigned to the center pixel.  

1.2 Cellular Automata (CA) 

Cellular Automata (CA) are a decentralized computing 
model that provides an excellent platform for performing 
complex computations with the help of just local 
information. CA are made up of interconnected cells, each 
of which contains an automaton, a simple machine able to 
perform simple computations. Each automaton has a state, 
which changes with time based on the states of its 
neighboring cells (see figure 1) [9]. The CA model 
transition rule determines the neighborhood relationship 
between the automata. Each automaton changes its state 
(its value) at time (t) based on the state at the previous 
time (t-1) of its neighbor cells (see figure 2). Introduced 
by John Conway in 1970, the Game-of-Life (GOL) is the 
most widely known example of CA (Wolfram, 2002; 
Sarkar, 2000; Gardner, 1970) CA have many applications 
for a wide variety of fields. 

 



 

 

 

 

Figure  1.Common CA neighborhoods. MOORE (at the left) and 
Von Neumann (to the right). 

 

 

 

 

 

 

 

Figure 2. CA transition rule examples. The center automaton 
state will be: 

0 if the cell has <=2 neighbors at state 1 

0 if the cell has >=4 neighbors at state 1 

                   1 if the cell has 3 neighbors at state 1 

2. RELATED WORK 

2.1 Uniform noise removal filter 

In (Chang et al., 2008), the authors have proposed a new 
image-de-noising filter based on the standard median 
(SM) filter. In their method, a threshold and the standard 
median is used for noise detection and to change the 
original pixel value to a new value closer or similar to the 
standard median. Inspired by the Tri-State Median (TSM) 
(Chen et al. 1999), they have proved that their filter 
improves the SM filter, the Center Weighted Median filter 
(CWM) (Ko et al., 1991), and the TSM filter. In CWM, 
the value of the center pixel will be repeated several 
times. The number of times to be repeated is called the 
center weight. In the TSM filter: 
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Where, 1 ij ijd x SM= − , 2 ij ijd x CWM= −  and T 

is a value between 0 and 255. Figure 3 shows Chang et al. 
proposed filter, where Xij is the center pixel value, WS is 
the number of the neighbors (usually 9), Ri  is the ith 
element in the sorted neighbors sequence, rank(Xij) is the 
index of Xij in the sorted neighbors sequence, and the 
threshold value T equals 15. 
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Figure 3. Chang et al. filter 

2.2 Salt and paper noise CA de-noising model 

In (Liu et al, 2008), the authors proposed a novel de-
noising algorithm based on CA to filter images with salt-
pepper noise. Their CA local transition function is based 
on Moore neighborhood. They have evaluated their 
approach by using the hamming distance to compare it 
with the classical median filter, and showed that their 
algorithm has better de-noising effects, especially when 
the noise density is bigger than 40%. Figure 4 shows their 
transition function. 

3. THE PROPOSED CA MODEL 

We introduce a novel CA model for noise removal. Our 
proposed model deals with both types of noise; salt and 
pepper noise and uniform noise. We first detect the type 
of noise by computing the histogram of the noisy image. 
If the most frequent values in the image histogram are 
black or white, we conclude that the image contains salt 
and pepper noise, otherwise it contains uniform noise. 
The next step is removing the noise by using the CA 
transition rules described in figure 5. 

Our proposed CA model checks the noise type and 
response correctly for each type. If the noise type is 

      Chang et al proposed filter 
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uniform noise, we exclude the maximum and minimum 
values from the neighbors then compute the median of the 
remaining values, after that assign it to the current 
automaton state. If the noise type is salt and pepper, we 
check if the current state has black or white color which 
means it may corrupted by noise, then we compute the 
median of the neighbors that don't have black or white 
values and assign this median for the current automaton 
state, if all the neighbors has black and white values we 
take the average of them and assign the average to the 
current automaton state. 

Liu et al CA transition rule 

1. Check value of current cell Xi, j  

   And values of its neighbor. 

2. if X i,j ≤  max (neighbors) and 
      X i,j  > min(neighbors)  then 
3.    X i,j  stay the same. 
4. elseif max(neighbors)= min(neighbors)or 
      neighbors have only two states   
     (max(neighbors),min(neighbors)) 
      then 
5.   if min(neighbors) ≠ 0 then   
6.      X i,j =min(neighbors) 
7.   elseif max(neighbors) ≠ 255 then   
8.      X i,j =max(neighbors) 
9.   else  X i,j  stay the same 
10.else 
11.    m = mean(neighbors except  
       Max(neighbors) and min(neighbors))   
12.    if  abs(X i,j –m)<threshold  
13.        X i,j  stay the same   
14.    else 
15.        X i,j  =m 
16.  end 
17. end 
18. end 
19. end 
20. end  
 

Figure 4. Liu et al CA transition function 

4. EXPERIMENTS AND RESULTS 

We have implemented CA simulators for our proposed 
idea, for Liu et al. procedure, and for Chang et al. filter, 
using the well known MATLAB 7.6.0 software (Matlab, 
web reference). We have used two standard images in our 
experiments, namely Lena and Boats, as well as one of 
our own images (Jan), which has more details and edges, 
and hence makes a good test example. In this paper, 
however, for space reasons, we only show the Lena 
results. 

We have compared our model with both models in 
(Chang et al., 2008) and (Liu et al, 2008). We have used 
the same measurements that they used, namely Mean 
Squared Error (MSE) and Hamming Distance (HD). It is 
well-known that when these measures are small, the 
technique is considered to be better. They are defined as:       
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where a is the original image and b is the resulting image. 
Both images are the same size (m x n). 

 
1. Check value of current cell X i,j 

     and values of its neighbor. 
2. if uniform noise     
3.   mx=max(neighbors); 
4.   mn=min(neighbors); 
5.   if X i,j  ==mx or X i,j  ==mn 
  //take the median value of the 
neighbors  
6.       y=SM ij ;     
7.     end 
8. else // salt and peppers noise 
9.    if (X i,j  ==0)or ( X i,j  ==255) 
10.      if there are neighbors 
             that are not 0 nor 255                    
             X i,j = The median of step 10; 
11.      else 
11.          X i,j = mean(Neighbors); 
         end       
12.   end 
13.end; 

 
Figure 5. The proposed CA transition function 

We should notice that MSE is more accurate than HD, 
because it computes the degree of difference between the 
two images, while HD gives only the number of different 
pixels in the two images. According to its purpose, we 
compare our model with (Chang et al., 2008) in terms of 
uniform noise and with (Liu et al, 2008) in terms of salt 
and pepper noise. For each image we have added different 
percentages of noise with ratios equal to 5%, 10%, 25%, 
50%, 75%, 90% and 95% of the image size. 

For each ratio we have produced two noisy images: one 
with "salt and pepper" noise, and one with "uniform" 
noise. We have run the simulation for each image for five 
iterations and recorded the results (the corrected image 
and the two error measurements, MSE and HD). 

The results, illustrated in figures 6-9 and tables 1-2, show 
that our model is better than the previous models in terms 



of the two measurements factors, namely, MSE and HD. 
The time complexity is constant, O(1), because of the 
parallelization that CA provide which is considered as a 
main advantage of CA in term of performance. We should 
also note that the best measurement is the human eye, 
especially when there is a clear difference between the 
resulting images. 

 

Figure 6. Comparison between our model and Liu et al.  (Salt 
and pepper noise) 

 

Figure 7.  Comparison between our model and Chang et al. 
(Uniform noise) 

Table 1: Sample of the results (Salt & Pepper noise) 

 
Table 2: Sample of the results (Uniform noise) 

 
 

5. CONCLUSION AND FUTURE WORK 

In this paper we have introduced a novel CA model for 
image noise removal. Our model deals successfully with 
both "salt and pepper" noise and "uniform" noise. We 
have shown that our model is better than Chang model, 
and almost as good as Liu model. Our CA model has 
successfully removed the two types of noise in different 
ratios. As a future work, we will enhance the current 
proposed model in terms of performance and accuracy, 
besides generalizing it to deal with more noise types. 
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Figure 8. Another Sample of the results. 
a. Original Lena image. 

b. Lena image with 75% of salt and pepper noise. 
c. Lena image with 25% of uniform noise. 
d. Result of applying our CA model on b. 
e. Result of applying our CA model on c. 
f. Result of applying Liu et al filter on b. 

g. Result of applying Chang et al filter on c. 
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