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The Normalized Compression Distance
Is Resistant to Noise
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Abstract—This correspondence studies the influence of noise on the nor-
malized compression distance (NCD), a measure based on the use of com-
pressors to compute the degree of similarity of two files. This influence is ap-
proximated by a first order differential equation which gives rise to a com-
plex effect, which explains the fact that the NCD may give values greater
than 1, observed by other authors. The model is tested experimentally with
good adjustment. Finally, the influence of noise on the clustering of files of
different types is explored, finding that the NCD performs well even in the
presence of quite high noise levels.

Index Terms—Clustering and noise resistance, datafile corruption, het-
erogeneous data analysis, Kolmogorov complexity, noisy channel, normal-
ized compression distance, universal similarity distance.

I. INTRODUCTION

Universal metrics are applicable to any kind of data and are one of
the main objectives of clustering theory. The normalized information
distance (NID) [2], [7] is a universal similarity metric that minorizes
every computable metric. For two strings p and q the NID is defined as
follows:

d (p; q) =
maxfK(pjq); K(qjp)g

maxfK(p);K(q)g

whereK(xjy) is the conditional Kolmogorov complexity (CKC) of the
string x given the string y; K(x) is equivalent to K(xj�), being � the
empty string. Both CKC and NID are incomputable [8]. The normal-
ized compression distance (NCD) [4] is a computable estimation of the
NID defined as follows:

NCD(p; q) =
C(pq)�minfC(p);C(q)g

maxfC(p);C(q)g
(1)

where pq is the concatenation of strings p and q, and C(x) denotes
the length of the text x compressed using some compression algorithm
which asymptotically reaches the entropy of x, when the length of x
tends to infinity.

Manuscript received March 24, 2006; revised January 23, 2007. This work
was supported by the Spanish Ministry of Education and Science under Grant
TSI 2005-08255-C07-06.

The authors are with the Escuela Politécnica Superior, Universidad
Autónoma de Madrid, Madrid, Spain (e-mail: manuel.cebrian@uam.es;
manuel.alfonseca@uam.es; alfonso.ortega@uam.es).

Communicated by V. A. Vaishampayan, Associate Editor at Large.
Color versions of Figures 1 and 2 of this correspondence are available online

at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TIT.2007.894669

The current massive use of Internet has enormously increased the
traffic of files across potentially noisy channels that can change their
original contents. NCD is a similarity measure based on the use of
compressors, so noise could make NCD get wrong results: a clustering
application using NCD as a measure of distance would classify as dis-
similar two similar files corrupted by noise.

The experiments described in this paper have been designed in
the following way: all the files contain bytes in a certain range (i.e.,
genomes can only belong to {A,C,G,T}; texts can contain any ASCII
character; music uses MIDI files and images use GIF format, both
with their bytes in the range [0; 255]).

Noise is applied with certain probability independently to individual
bytes, by integer addition of a uniform random positive (nonzero)
values, in such a way that the resulting byte belongs to their appropriate
above mentioned ranges. This model of comunication with noise is
known in the literature as the symmetric channel [5, Ch. 8].

Each experimental tests show how the NCD changes when applied
to two files, one of which is distorted by an increasing noise ratio (i.e.,
several percentages of noise are added during the experiments).

II. THEORETICAL ANALYSIS

Let us consider a file of size a which is compressed by a given com-
pressor into another file of size b. If we add noise to the original file and
compress it, as the amount of noise increases, the compressor will be
able to reduce less and less the file size, until it will be unable to reduce
it at all, once the contents of the file become fully random. Therefore
the size of the compressed file will start at b, when no noise is added,
and will increase steadily to a, which will be reached when the whole
initial file has been replaced by random noise.

At a given point in this procedure, if we add �x noise to the file
(i.e. change randomly the values of �x bytes in the file), the size
increase (the compression loss) we may expect will be proportional
to the amount of the file which has not yet been replaced by noise.
Therefore, the evolution of the compressed size y will be defined by
�y = (a � y)�x. When �x ! 0, this equation becomes the
first-order differential equation dy=dx = (a � y). The solution of
this equation, taking into account the indicated initial conditions, is

y = a� (a� b)e�x

where x is the amount of noise added and the value of y (the size of
the compressed file) is b for x = 0; a for x ! 1.

Consider the definition (1) and assume that we want to study the vari-
ation of the distance NCD(p; q) between a fixed file p, and another file
q which is being contaminated by growing amounts of noise. Without
loss of generality, we may assume that C(p) � C(q). Therefore, the
above distance becomes

NCD(p; q) =
C(pq)� C(p)

C(q)
:
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Fig. 1. Three examples of different types of data which exhibit the typical decay behavior of the average distortion. From left to right, we compare the texts
“The Raven” versus “The Fall of the House of Usher,” mouse mtDNA versus rat mtDNA, and Mozart's “Sonata KV545” versus “40th Symphony.”

We have seen that, as the amount of noise x introduced in file q

grows, C(q) = a � (a � b)e�x. It is easy to see that C(pq) will
evolve in a similar way, although with different constants, because the
noise introduced in the second part of the file not only destroys redun-
dancies in that section of the file, but also prevents possible cross-com-
pressions with the first part, which does not receive noise. So, C(pq) =
c� d:e��x. Finally, C(p) is a constant. Replacing these values, under
certain conditions the NCD formula can be approximated by

NCD(p; q) = � + �e
�x

� �e
��x (2)

where the values of the constants depend on the actual files p and q

compressed; x is again the amount of noise added. With certain values
of the constants, this function reaches values greater than 1 (usually
smaller than 1:1). This effect provides a different explanation of the
anomaly, signaled in [4], that the value of the NCD may be greater than
1, without any reference to the presence of defects in the compressor
implementation.

III. EXPERIMENTAL RESULTS

In the last section we obtained a model (2) for the NCD in the pres-
ence of noise. If we compute the average distortion introduced by
a noise level l, 0 � l � 1, we come to a similar equation, since
NCD(p; q) is a constant:

�l(p; q) � E[NCD(p; q + nl mod r)� NCD(p; q)]

� �
0 + �

0

e
� l

� �
0

e
�� l (3)

where nl is a random string whose length is equal to the length of q
and whose ith character is nonzero with probability 1; r is the size of
the file type range (i.e. 4 for DNA, 93 for ASCII, and 256 for the rest).
The modulo operation is performed to maintain each value in its proper
range.

In this section we test the goodness of the model (3) by adjusting it
over experiments with real data: ASCII texts [6], mitochondrial DNA
(mtDNA, obtained from [3]), songs in WAV format and face images
in GIF format [1]. For each two files p and q we estimate �l(x; y)
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Fig. 2. An example of the typical nondecay behavior of the average distortion with face images. The two elements in the comparison are subject #1's and #2's
face images with a predefined “sad” disposition.

TABLE I
DATA-FITTED VALUES OF THE MODEL (3) AND EXISTENCE OF DECAY FOR SEVERAL EXPERIMENTS PERFORMED ON TEXTS, MTDNA, SONGS, AND FACE IMAGES

averaging over 10 realizations of the random vector nl, computing
distances by means of the CompLearn Toolkit [3], which implements
the NCD and NCD-driven clustering; default CompLearn parameters
were used in all experiments.

In all the experiments performed, the model obtained a very
accurate fit with a squared 2-norm of the residuals always below
10
�3. An interesting result is that, for some data types, the average

distortion increases until it reaches a maximum at some l < 1, and
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Fig. 3. NCD-driven clusterings of texts by several authors in which different levels of noise have been added to each sequence. The first characters in the
book labels are the initials of their authors: “AC” = Agatha Christie, “AP” = Alexander Pope, “EAP” = Edgar Allan Poe, “WS”= William Shakespeare,
and “NM” = Niccolo Machiavelli. The quality of the clustering degrades slowly due to the linear growth of the average distortion.

then decays steadily converging toward a smaller value when the
level of noise is increased; texts, mtDNA, and songs follow this
behavior (Fig. 1). This phenomenon explains the already mentioned
fact that the NCD can sometimes reach values greater than 1 when
comparing files that share very little information: the region in which
�l(x; y) has a value greater than �1(x; y) (distortion with full
noise) coincides with the region in with the NCD(p; q + nl mod r)

is greater than 1.
Other data types like face images (Fig. 2) increase continuously

without any posterior decay. In Table I we show some results of
the experiments performed and its classification according to the
existence of a decay; 200 experiments were performed for each pair

p; q, 10 realizations of nl for each one, with 20 different values of
l 2 f0:05; 0:10; 0:15; . . . ; 1g.

It is worthwhile to consider whether other models with the same
number of free parameters could fit the experimental data. It is possible,
for instance, to get a good fourth degree polynomial adjustment of these
curves in the [0; 1] noise interval, but this would be a consequence of
the fact that we are measuring noise as the rate of original information
changed. If we had chosen to measure it as the number of changes made
in the original streams, the range of our independent variable would be
[0;1) (see Section II). In this case, our model would still be able to fit it
without problems, while a polynomial cannot reproduce the asymptotic
behavior. Thus, our model is as good as other simpler models with the
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Fig. 4. NCD-driven clusterings of mammalian mtDNA sequences in which different levels of noise have been added to each element. The quality of the clustering
degrades slowly but somewhat faster than with texts (see Fig. 3) due to the faster growth of the average distortion in this type of data.

same number of free parameters, but also shows a correct asymptotic
behavior difficult to express with them.

Finally, we show two real clustering experiments performed with the
CompLearn Toolkit in the presence of noise. In Fig. 3, several dendro-
grams result from clusterings texts by several authors in which several
levels of noise have been added to each text. Similar experiments are
repeated in Fig. 4 but this time with mammalian mtDNA.

IV. CONCLUSION AND FUTURE WORK

When the NCD is used to compute the distance between two dif-
ferent files, the second file can be considered as a noisy version of the
first. Therefore, the effect on the NCD of the progressive introduction of

noise in a file can provide information about the measure itself. In this
correspondence, we forward a theoretical reasoning of the expected ef-
fect of noise introduction, which explains why the NCD can get values
greater than 1 in some cases.

A first batch of our experiments confirm the theoretical model. A
second batch explores the effects of noise on the precision of cluster-
ings based on the use of the NCD. It can be noticed that the clustering
process is qualitatively resistant to noise, for the results do not change
much with quite large amounts of it. Different types of files are differ-
ently affected, however, which is not surprising: mtDNA files, for in-
stance, which are built on a 4-letter alphabet, are degraded faster than
human text, which uses a larger alphabet.

In the future, we intend to tackle a quantitative demonstration of the
NCD resistance to noise. We shall also try other metrics and clustering
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procedures, appropriate to the different file types, to compare their re-
sistance to noise with our NCD results.
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