



 $\mathrm{X}_{1}, \mathrm{X}_{2}, \mathrm{X}_{3}, \ldots, \mathrm{X}_{\mathrm{N}-1}, \mathrm{X}_{\mathrm{N}}$
$\mathrm{X}_{\mathrm{N}}, \mathrm{X}_{\mathrm{N}-1}, \mathrm{X}_{\mathrm{N}-2}, \ldots, \mathrm{X}_{2}, \mathrm{X}_{1}$攵 งวยเว
We are given N ordered values $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{N}}$ from a time :Шәq0.Id The arrow of time in time series

|  $\left({ }^{7} \mathrm{X}^{\sqrt{6}} \mathrm{X}\right) \wedge 0 \supset$ <br> х!ңеш әәив!џелоэ әч Кұ рәи!ишәәәр <br>  |
| :---: |
| SəSSə30.Id UEISSnED |


Temporal symmetry of stochastic processes

| 0I <br>  <br>  <br>  <br>  <br>  |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |


Markov processes

Linear AR(1) processes

| $\mathrm{X}_{\mathrm{t}}=\phi \mathrm{X}_{\mathrm{t}-1}+\mathrm{W}_{\mathrm{t}} \quad$ |
| :--- |
| $\|\phi\|<1 ; \quad\left\{\mathrm{W}_{\mathrm{t}} ; \mathrm{t} \in \mathrm{Z}\right\}$ white noise |
| $\quad \mathrm{W}_{\mathrm{t}} \perp \mathrm{X}_{\mathrm{t}-\mathrm{k}} \quad \forall \mathrm{k}>0 \quad$ [independence] |

- A linear AR(1) process is temporally symmetric iff
$\left\{\mathrm{W}_{\mathrm{t}} ; \mathrm{t} \in \mathrm{Z}\right\}$ is Gaussian.
- Gaussian Markov process satisfies the Stochastic
Difference Equation of a linear AR(1) with Gaussian
white noise.
- A linear $A R(1)$ process is temporally symmetric iff
$\left\{W_{t} ; t \in Z\right\}$ is Gaussian.
Gaussian white noise.
A Gaussian Markov process follows a linear AR(1) with

Linear AR(1) processes






|  |  |
| :---: | :---: |

Detecting the direction of time (II)











Gaussianization of the time-reversed residuals


O
The arrow of time in time series

$\phi$ dәәмs 'pəx!y л dәәу
${ }^{7} \mathbf{M}+{ }^{\mathbf{I - 1}} \mathbf{X} \boldsymbol{\phi}={ }^{\mathbf{7}} \mathbf{X}$




Irreversibility in machine learning: why do we learn, rathe
than unlearn, as more examples become available.

## Irreversibility in physical systems.

Detection of leading indicators.

Compression of time-reversed signals should be more
the direction of time in medical time series.

Detection of the time direction in empirical time series.
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